BOEHM, KURTZ & LOWRY

ATTORNEYS AT LAW
36 EAST SEVENTH STREET
SUITE 1510
CINCINNATI, OHIO 45202
TELEPHONE (513) 421-2255

TELECOPIER (513) 421-2764

Via Overnight Mail

January 26, 2006

Beth A. O’Donnell, Executive Director
Kentucky Public Service Commission
211 Sower Boulevard

Frankfort, Kentucky 40602

Re: Case No. 2005-00341

Dear Ms. O’Donnell:

It was brought to our attention that some of the attachments to the data responses of the Kentucky
Industrial Utility Customers, Inc. to the Commission Staff and the Kentucky Power Company were inadvertently
omitted. In that regard, please find enclosed the CD referenced in response to Staff Data Request No. 1 and the
original and five copies of the attachments referenced in response to Staff Data Requests Nos. 20 and 23. Talso
enclose the original and five copies of the attachments to Kentucky Power Company Data Requests No. 1, 27, 29,
30, 33, 34, 36, 37, 38 and 42. Due to the voluminous nature of the responses, copies of the attachments will be
made available upon request to all other parties of record.

By copy of this letter, all parties listed on the Certificate of Service have been served. Please place this
document of file.

Very Truly Yours,

David F. Boehm, Esq.
Michael L. Kurtz, Esq.
BOEHM, KURTZ & LOWRY

MLKkew
Autachment
cc: Certificate of Service



CERTIFICATE OF SERVICE

[ hereby certify that a copy of the foregoing was served by mailing a true and correct copy, by first-class
postage prepaid mail, and electronic mail, (when available) to all parties on the 3 1¥ day of January, 2006.

Honorable Elizabeth E. Blackford
Assistant Attorney General

Office of the Attorney General
Utility & Rate Intervention Division
1024 Capital Center Drive, Suite 200
Frankfort, KY 40601-8204
betsy.blackford@law.state.ky.us

Honorable Joe F. Childers

201 West Short Street, Suite 310
Lexington, KY 40507
childerslawbr@yahoo.com

Honorable Kevin F. Duffy
American Electric Power
Service Corporation

1 Riverside Plaza, 29th Floor
Post Office Box 16631
Columbus, OH 43216
kfduffy(@aep.com

Timothy C. Mosher, President, KY Power
American Electric Power

101 A Enterprise Drive

P. O. Box 5190

Frankfort, KY 40602

Honorable Mark R. Overstreet
Stites & Harbison

421 West Main Street

P. O. Box 634

Frankfort, KY 40602-0634

moverstreet(@stites.com P . 5 e
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Michael L. Kurtz, Esq.




COMMONWEALTH OF KENTUCKY
BEFORE THE PUBLIC SERVICE COMMISSION

In the Matter of:

GENERAL ADJUSTMENTS IN ELECTRIC
RATES OF KENTUCKY POWER COMPANY CASE NO. 2005-00341

KENTUCKY INDUSTRIAL UTILITY CUSTOMERS, INC.
RESPONSE TO
KENTUCKY POWER COMPANY'S
FIRST SET OF DATA REQUESTS TO

ATTACHMENT TO
KENTUCKY POWER COMPANY’S

DATA REQUEST NO. 1




Uk, WN PP

Kentucky Power Company

Summary - KIUC Depreciation Expense Adjustments

For the Test Year Ended 6/30/05

Remove $32,000,000 million demolition costs from computation of net salvage costs.
Correct Account #312 Interim Retirements by removing additional retirements in 2007 and 2009.

Use full history of additions and retirements to determine interim retirement rate for Big Sandy Assets instead of last 30 years.
Use of Net Salvage percentages on overall functional account basis instead of judgement percentages based on retirements.

Use full history for all Net Salvage percentages instead of just the 15 year period of 1990-2004.
Delay retirement of Big Sandy Unit | five years from 2015 until 2020.

Total Adjustments

Total

(1,409,132)
(272,735)
(909,118)

(1,352,141)

(2,694,468)

(90,912)

(6,728,507)




KENTUCKY POWER COMPANY REVENUE REQUIREMENT
SUMMARY OF KIUC RECOMMENDATIONS
REVENUE REQUIREMENT EFFECTS

($ 000's)

Capitalization Issues
Reduction to Reflect 13 Month Avg M&S Inventory (73)
Remove KPCO Reliability Capital Adjustment (597)
Recognize Additional Pension Funding in 2005 (660)
Remove Prior Deferral of RTO Formation Costs (129)

Operating Income Issues
Correct Error in Off-System Sales Margin Roll-In (2,035)
Increase Off-System Sales Margins to 2006 Projection (5,102)
Increase Off-System Sales Margins for New East/West Reallocation (3,620)
Remove Amortization of Deferred RTO Formation Costs (160)
Remove KPCO Reliability O&M Expense Adjustment (6,103)
Reduce Pension Expense to 2006 Amount (288)
Reduce OPEB Expense to 2006 Amount (96)
Revise Depreciation Expense for Changes in Proposed Depreciation Rates (6,760)
Reduce KPCO Storm Damage Adjustment Based on 10 Year Average (386)
Increase PJM Transmission Revenue Credits (399)
Reduce PJM Net Congestion Costs (2,121)
Remove KPCO Big Sandy Plant Maintenance Expense Adjustment (2,305)
Remove KPCO §199 Deduction Tax Savings Included in Filing 414
Correct Error in Tax Expense Due to Interest Synchronization (74)
Remove OH and WV Taxes from Gross Revenue Conversion Factor (135)
Revise Kentucky State Income Tax Rate to 6.0% (675)
Include Corrected 8199 Deduction Tax Savings (548)

Rate of Return Issues
Reflect Return on Equity of 9.350% (11,639)

Total KIUC Adjustments to KPCO Request (42,492)
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THE SUPERIORITY OF ANALYST FORECASTS AS MEASURES OF
EXPECTATIONS: EVIDENCE FROM EARNINGS

LAwWRENCE D. BROWN AND MICHAEL S. ROZEFF*

ACCURATE MEASUREMENT OF EARNINGS expectations is essential for studies of firm
valuation, cost of capital and the relationship between unanticipated earnings and
stock price changes. Under the rational expectations hypothesis [23]. market
earnings expectations should be measured by the best available earnings forecasts.
Univariate time series forecasts are often used for this purpose ([1]. [3). [4]. {5], [12).
{13}, [14], [16]), [18], [20)) instead of direct measures of earnings expectations such as
security analysts' forecasts. Univariate time series forecasts neglect potentially
useful information in other time series and therefore do not generally provide the
most accurate possible forecasts [24]. Since security analysts process substantially
more data than the time series of past earnings, their earnings forecasts should be
superior to time series forecasts and provide better measures ol market earnings
expectations.

However, the mere existence of analysts as an employed [actor in long run
equilibrium means that analysts must make forecasts superior to those of time
series models. To reach this conclusion, one need only assume that participants in
the market for forecasts act in their own best interests and that both forecast
producers and consumers demand forecasts solely on the basis of their predictive
ability.' Since analysts’ forecasts cost more than time series forecasts, the continued
employment of analysts by profit-maximizing firms implies that analysts' forecasts
must be superior to those of the lower cost factor, time series models.

Past comparisons of analysts’ forccasts lo sophisticated time series models
conclude that analysts’ [orecasts are not more accurate than lime series forecasts
(Cragg and Malkiel (CM) [9]; Elton and Gruber (EG) [11]). This evidence plainly
conflicls with basic economic (heory. Ilence, the predictive accuracy of analysts’
forecasts is re-examined in this paper. In contrast with other studies, the results
overwhelmingly favor the superiority of analysts over time series models.

Part | considers statistical tests and experimental design. Part Il contains the
empirical results. Summary and implications appear in Part L1,

* College of Business Administration, The University of lowa, lowa City.
1. We assume that forecast purchasers do not derive nonmonetary benefits from forecasts.
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1. ExPERIMENTAL DESIGN

A, Stuatistical Evaluation of Forecast Methods

Without direct information on the costs of imperfect forecasts to forecast users,
comparative forecast accuracy is usually evaluated by comparing the error distribu-
tions of different forecast methods statistically. However, statistical comparisons in
past studies ({9], [11]) utilize test statistics improperly, particularly Theil’s U {25]
and Student’s 1. In this section, after discussing the defects of these statistics for

evaluating two or mo recast methods, the allernative statistical methods used in
this study are introduced.?

Theil’s U-statistic (applied to earnings) is the square root of

T - * 2
2 (Py'l_Ail)
2 te=1
Ule e

2 Af
toe]
where 4',.,=change in actual earnings per share of firm i from r—1 to ¢,
PU,=prcdicted change in earnings per share of firm i from (~1 to ¢ by
forecast method j, and
T=total number of time series observations.

For its computation, it requires rime series data on a firm's earnings changes.’
Given forecast method j and earnings time series data on firm i, Theil's U
compares the forecast accuracy of method_; to that of a naive, no change, earnings
forecast model.*® Since analysts’ earnings forecasts are currently available only in
short time series, use of Theil's U for comparative forecast evaluation necessarily
relies on small samples.® Larger sample sizes are possible by testing forecast
methods on a cross-section of firms. Finally, no procedure is available with tests of
significance which uses Theil’s U to compare two forecast methods when neither is
a no-change method. Direct hypothesis tests are preferable to inferences drawn
from ranking the U statistics of different [orecast methods.

For hypothesis tests of two forecast methods, an appropriate design is a one-
sample or matched pairs case with self-pairing by firm. The members of each pair

2. Past studies also contain experimental biases: CM compare analysts’ five-year forecasts with
realizations over three and four-year horizons; EG compare analysts’ forecasts with the "best™ of nine

time seri odels selected from the same time pefiod i which comparisons with analysts’ {precdsts are
hi

made, rocedure In{rodUTES ex posf selection bias.
. EG computed "Theil's [ ¥ rather than changes. This statistic has unknown

sampling properties,

4. Py = A, and U, =0 il prediction is perfect in every period. If no change is predicted in each period
(.. Py =0), Uy=1; 0< Uy < 1 if prediction is less than perfect but better than the no-change prediction
and Uy > 1 if forecast mel{\odj is less accurate than the no-change prediction.

5. CM used cross-sectional rather than temporal data. This “Theil's U" statistic has unknown
sampling properties because each error is drawn from a different error distribution, one for each firm.

6. EG's sample size in computing Theil's U varied between two and six.

005209
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The Superiority of Analyst Forecasts as Measures of Expectations 3

are the errors from the two methods; the matched pair is reduced to a single
observation by taking the difference in the errors. The usual parametric test of the
mean difference is the paired f-test [17]. An allernative non-parametric st of the
median difference is the Wilcoxon Signed Ranks test [8].

The paramelric paired ¢-test is inappropriate for testing mean error differences of
forecast methods applied to cross-section earnings data. If applied to error mea-
sures stated in level form (e.g., | Py, — 4,}, where P,,==hrm :“ﬁb‘r‘e’c‘zfs‘"t'é’d‘?rmngs
per share for period by method j and 4, =[irm {’s actual earnings per share in
period 1), the test's assumption that paired differences are drawn from the same
population is violated since each error dilference depends upon each firm's
earnings per share level. Il applied lo error measures stated in ratio form (e.g.,

|P“==‘74;1’717!'1)"Iﬁ"3‘stribulional assumptions of the paired t-test are also unlikely
to be fulfilled since ratio measures apphed to earnings per share data are

domxnated_ylg_gﬂmm_bgwﬁl__eﬂgmgs per share ar n¢lose to zero.

Meaningful pairwise comparisons require test statistics which are insensitive to
error definition and outliers. We adopt the Wilcoxon Signed Ranks test which
meets these requirements and has power comparable to the parametric paired r-test
I8, p. 213).

For tests of several forecast methods, the generalization of the paired r-test,
two-way analysis of variance, is inapplicable.? m&]—,-ﬁich is
based—oh Two-wayamatysis—of—variarce—by ranks and is independent of error
definition, 1s used instead. —

For an error measure, we choose relative error ignoring sign, [Py, —4,|/|4,], a
metric which is likely to be of interest to forecast purchasers.’ In any event, the
Wilcoxon test statistic is insensitive to error deflinition (see [n. 16).

B. Forecast Horizon

Because economic¢ theory provides no guidance concerning the association of
analyst superiority with a particular forecast horizon, several horizons should be
investigated.'® Our choice of horizons reflects the following considerations: (i)
micro-level information obtained by analysts often concerns earnings of the follow-
ing several quarlers or fiscal year; (i) current Tiscal and monelary policies affect
edrnings ol the subsequent one to five quarters; (iii) publxsheﬂorccasts are
available mainly for short horizons. We thus investigate point estimates of quart-
erly_earnings per_share jor forecast horizons of one to five quarters. We also
examine annual earnings forecasts. The basic time series data are quarlerly primary

7. EG’s cross-section parametric f-test is inappropriate. Their use of an error measure stated in terms
of levels squared (mean square error) appears to compound the inherent difficulty in applying the paired
f-test to cross-section earnings dala (see fn. 16).

8. Preliminary tests indicated serious violation of the homogencity of variances and additivity
assumptions, basically because of error outliers. Violation of the ANOVA assumptions also prevents
application below of a faclorial design with sample year and forecast horizon as raclors. forecast
method as treatment and firm as replication.

———— e s
9. For a discussion of the deficiencies of using 1Py} of [Py + A,]/2 in the denominator see [25),

10. The forecast horizons studied in the past have been five years (CM) and one year (EG)
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earnings per share before extraordinary items, adjusted for stock splits, stock T?OVi“‘
‘ dividends and other capitalization changes for the years 1951-1975. fitted

Ex ante conditional predictions of all forecast methods are determined as follows class ¢
for a sample of 50 firms for each of the four years 1972-1975. Starting with third

model!

quarter 1971 earnings (111/1971), conditional earnings per share predictions for the a '5ea

ith firm by the jth method are obtained for the individual quarters of 1972. The ‘ r{@

forecasts of 1972 quarterly earnings, conditional on I11/1971, are denoted literat

Py(1/1972] 11/1971), PU(II/19721III/1971), P,j(III/I972[lII/l97l) and _7{5—

P (lV/l972| 111/1971). Moving ahead one quarter, predictions are again obtained since

: for each of the four quarters of 1972 made conditional upon 1V/1971 earnings accur:
) data. Again moving ahead one quarter, predictions are obtained for the last three firms
! quarters of 1972 conditional upon knowledge of 1/1972 earnings, etc. Table | exper

shows the set of 1972 predictions so obtained. With these conditional predictions, ,“me

relative forecast errors ignoring sign are computed for each forecast methodj over o BT
five distinct quarterly forecast horizons for use in the quarterly error comparisons. estim
Annual earnings forecasts for 1972 are the sum of the forecasts P (1/1972] are U
IV/1971), Py (ll/l972[lV/l97l) P, (lll/l972|lV/l97l), and P, (1V/l972! ‘ Surve
IV/1971), that is, the one to four penod ahead pomt forecasts made conditional for
upon knowledge of the prior year’s fiscal earnings.!! Aflter oblaining analogous Te

forecasts for the years 1973, 1974 and 1975, quarterly and annual comparisons are the ¢
repeated for these years.

v/
Se
TABLE | time
SUMMARY OF PREDICTIONS BY FORECAST HORIZON FOR 197280
! Quarter Ahead 2 Quarters Ahcad 3 Quarters Ahead 4 Quarters Ahead 5 Quarters Ahead®
PA/IT2IV/I9TY)  PI/1972(111/1971)
PLAI/I972(1/1972)  PLAI/19721V/I9TY)  PL(11/1972]111/1971) ‘
P‘I(lll/l972[ll/l972) P, (UHL/197211/1972) F,/.(HI/I9'IZHV/1971) Py(lll/l972]lll/l97l)
PAV/1972|11/1972)  PAIV/IOT2{N/1972) P, (IV/1972)1/1972) P (IV/1972{IV/1971)  P,(IV/1972]111/1971) Sea
] *Predictions missing from the table (c.g.. P, (1/1972}11/1971) P,(11/1972111/1971) are absent because our source of . per
3 analyst data does not contain these forecasts. cha
; ®i and j refer to firm i and method j, respectively. ‘ for
; ¢ Five quarter ahead are available for BJS and ¥ only. g yez
C. Time Series Models and Analysts’ Forecasts 1o
; Within the class of univariate time series models, Box and Jenkins (BJ) (6]
; models are highly regarded for their ability to make the most efficient use of the k \
! time series data. The BJ modelling technique enables one to select the most un
! appropriate time series model consistent with the process generating each firm’s i :
3 time series of quarterly earnings per share data. BJ models, by not making a priori ’ ide
assumptions about the processes generating the data, subsume autoregressive, 4 me
i ! au
co
11. Beaver [1] concludes that a quarterly approach to predicting annual earnings is at least as good as : {O;
an annual approach to predicling annual earnings. Also see [7], {19] and [22] for other aspects of the ! B
usefulness of quarterly earnings per share data. ¥ O

005211
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ek moving average and mixed models as special cases.'? Forecasts of individually C e
" fitted BJ models should, therefore, perform better than forecasts of a particular !
follows class of time series models applied to all firms time series data. We adapt the BJ
b third modelling technique in this paper. Two other time series models are also included, L
for the a “seasomarmarlingate~(denoted M) and a “seasonal submartidgale” (S). These :
2. The nfodels have been used as slandards of comparison in the earnings forecast
*noted literature and are available Tor forecast producers and users at minimal cost.
) and “As a source of analysts’ forecasls we choose the value Line Investment Survey
‘tained since it contains one to five quarter ahead earnings forecasts which can be
‘rnings accurately dated and measured. Value Line makes earnings forecasts for 1,600
' three firms in contrast with institutional research firms which provide fewer, more
tble 1 expenswe forecasts. Our _Jpallxe.sm_!.esuhus compares a_relatively sophxsucated
:tions, time series model with an “average” source of analysts’ forecasts.
/ over ‘BY conditional forecasts are oblained by slandard methods after identifying and
isons. estimating each firm’s appropriate model [6].'® Value Line’s conditional forecasts
1972] are taken directly from individual issues of the Value Line Investment Survey. The
1972] Survey, published weekly, makes quarterly earnings predictions four times a year
tional for each firm included.
gous To define conditional forecasts of the naive models for each firm i, let 4, denote
'S are the rth actual quarterly earnings per share for firm i, where f=1,...,96 (1/1951-
1V/1974).
Seasonal submartingale (S) conditional one to four quarter ahead forecasts at
time ¢ are
one quarter ahead Ayt (A= Aiss)

ead® two quarters ahead ,,_2+(A Aiy_4) g

three quarters ahead A4, _,+(A,—4,,_4)
four quarters ahead A, +(A,—A,_4)-
1171971

—_— Seasonal martingale (M) conditional one to four quarter ahead forecasts made in
source of period ¢ are A, _;, 4,5 A, -y, and A,. M’s forecasts for a given quarter do not
change as actual earnings per share data become available. S modifies M’s .
forecasts with the change of the latest period’s quarter over that of the previous :
year,
Actual quarterly earnings data are announced for most firms approximately five
to six weeks into the subsequent quarter. Time series forecasts then become
[6] ;
the
Ist 12. The ad hoc time series models used in previous studies at a time when BJ techniques were
n's unavailable are special cases of BJ models.
i 13. Recent research by Froeschle [15) and diagnostic tests of Dent and Swanson [10] were helpful in
e identifying the BJ models in addition to the standard diagnostic tests. As an aid to identifying the BJ
’ models, most of which had multiplicative seasonal components, theoretical autocorrelation and partial
autocorrelation functions for many quarterly multiplicative scasonal models were obtained. The
coelficients of the BJ models, estimated with data through 1V /1974, were not.re-estimated with less data
as for earlier periods or more data for later periods. Foster [13] has shown that coelficient re-estimation of
he BJ quarterly earnings models is unnecessary due to its negligible effect on forecast errors. In any event,

- our procedure (no re-estimation) favors BJ in nearly all comparisons with Value Line.

005212 0
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possible and Value Line forecasts are published, on average, forty to fifty days
later.'

The pattern of forecasts for all models is summarized in Table 1. Note that
models M and S are not used lo generate {ive quarter ahead forecasts.

II. EmpIricAL RESULTS
A. Sample Selection

Fifty firms were randomly selected from Moody's Handbook of Common
Stocks. Each firm has complete quarterly earnings data available from 1951, is
included in the Value Line Investment Survey since 197} and has a December
fiscal year. The resulting sample (Appendix A) is representative of the New York
Stock Exchange firms included in Moody's and Value Line. Utilities were excluded
due to insufficient quarterly earnings data. Sample sizes are reduced in those rare
instances when the Value Line condilional forecasts are unavailable,

B. Annual Comparisons

The error distributions of relative annual forecast errors are shown in Table 2 for
each of the years 1972-75 using the four forecast methods, seasonal martingale
(M), seasonal submartingale (S), Box-Jenkins (BJ) and Value Line (V). Table 2
also contains Friedman test statistics (Chi-square with 3 degrees of {reedom) and
Wilcoxon test statistics (Student’s ¢ with N—1 degrees of freedom where N is
sample size). The Friedman test statistic examines the null hypothesis that a// four
error distributions are identically distributed; the Wilcoxon statistic tests the null
hypothesis that the median error difference of fwo methods being compared
exceeds zero.

Using the Friedman test, the null hypothesis is rejected at the 1% level in 1972,
1973 and 1975. In the 12 pairwise hypothesis tests of V’s errors against those of M,
S, and BJ, the sign of the Wilcoxon test statistic favors Value Line in every
instance. Statistical signilicance occurs 8 times; 6 times at the 1% level and twice at
the 5% level. Thus, V generally produces smaller annual errors than the three time
series models suggesting that Value Line annual earnings forecasts are superior to
those of time series models. \

As argued earlier, BJ forecasts should be superior to forecasts of ad hoc time
series models. The annual comparisons show that the BJ models generally yield
smaller forecast errors than the other time series models studied. In 8 comparisons
with M and §, the Wilcoxon test favors BJ 7 times with statistical significance 3
times. These findings suggest that BJ's {orecasts are superior to those of ad hoc
naive time series models.

While the annual results provide strong support for the hypothesis of analyst
superiority, they use only a fraction of the data. More powerful tests are achieved
using the larger sample sizes of the quarterly data and many more comparative
tests can be performed with these data. We turn next to quarterly comparisons.

14. The time interval from announcement to forecast varies from approximately 7 to 70 days for our

sample firms. The fact that the Investment Survey, published in 13 instaliments, makes forecasts for
different firms each week accounts for the variation.
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The Superiority of Analyst Forecasts as Measures of Expectations 7
) TABLE 2
WILCOXON AND FRIEDMAN TEST STATISTICS AND ERROR DISTRIBUTIONS, ANNUAL
COMPARISONS OF VALUE LINE AND TIME SERIES MODEL PrenicTiON ERRORS, 1972-1975¢
1972
Error Distribution?
05—~ 10— 25— 50— 5~
<.05 10 25 50 5 1.00 >1.00
M 3 7 14 17 4 3 2
lo'.n S 11 6 12 10 3 1 7
: 1S BJ 10 6 12 12 4 ! 5
ber v 13 7 17 12 0 0 1
rk
led SAMPLE SIZE = 50
re Friedman Statistic=27.10*
Wilcoxon Statistics®
S BJ 4
M - 55 24 4.46°
s 46 3.50°
or BJ 345
le
2 1973
d Error Distribution?
is 05—~ A0- 25— S50- 5=
” <.05 .10 25 50 5 1.00 >1.00
1l M 2 6 16 18 6 0 2
S 11 8 14 9 4 1 3
1 BJ 8 6 15 16 3 0 2
4 .10 9 13 16 0 0 2
, SAMPLE SIZE =50
, Fricdman Statistic = 33.19*
: Wilcoxon Statistics®
S BJ Vv
M 315 251 461
A} - 1.89% 0.34
BJ 2.17°
1974
Error Distribution®
05— 40— 25— 50— a5~
<.05 .10 .25 .50 5 1.00 >1.00
M 8 6 12 15 4 1 4
S 12 3 11 12 6 2 4
BJ 5 8 16 13 4 0 4
4 6 7 5 13 5 0 4
SAMPLE SIZE = 50
Friedman Statistic = 4.68
Wilcoxon Statistics®
A BJ 14
M -.21 2.37* 2.23%
5 1.24 1.44
0.61
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TABLE 2 (continued)
1975
Error Distribution? o
.05~ 10— 25 50—~ 15~ :
< 05 10 25 50 5 1.00 >1.00 5
M 4 7 13 10 2 3 "
S 3 5 12 7 9 4 10 ‘f
BJ 7 3 13 12 2 3 10 :
Vv 7 5 18 5 3 3 9 s
SAMPLE SIZE= 50 b
Friedman Statistics = 12.34*
Wilcoxon Statistics® Y
) BJ v !
M ~L77® 0.86 3.29* .
S 2.99* 3L {
BJ 1.28
*Significant at the 1% level, one-tailed test. ’ l
Y Significant at the 5% level, one-tailed test,

¢V m Value Line, M = Seasonal Martingale, §= Seasonal Submartingale, BJ = Box-Jenkins. :

dEach entry below designates the number of observations for a given model whose relative error :
: ignoring sign is within the stated fractiles.

¢ Each Wilcoxon test statistic below results from comparing the method at the top with the method on
the side. Thus, positive Wilcoxon statistics indicate superiority of model on top.

13
i
C. Quarterly Comparisons

TABLE3

In each year, 1972 to 1975, quarterly forecasts are obtained for the forecast
methods in the manner shown in Table 1. Relative forecast errors of all four
methods are, compared over 1-4 quarter forecast horizons; BJ and V are also
compared over 5 quarter horizons. In each of the four years, sample sizes are
approximately 200 for the 1 and 2 quarter ahead comparisons, 150 for the 3 quarter
ahead comparisons, and 100 for the 4 quarter ahead comparisons. Test results over
all horizons appear in Table 3 and are summarized in Table 4.

With minor exceptions (3 and 4 quarter horizons in 1974), the Friedman statistics
are highly significant when the four methods are tested as a group; the null
hypothesis of identically distributed distributions is rejected in 14 of the 16
Friedman tests. Using Wilcoxon test statistics, Vs errors are tested pairwise against
M’s and S’s errors 16 times each and against BJ's errors 20 times. The resulting 52
hypothesis tests of V against M, § and BJ are summarized in Table 4A. In the 34
instances of significant Wilcoxon test statistics, ¥ is statistically superior 33 times.
In the remaining [8 tests, the sign of the ¢-statistic favors ¥ 12 times. In total, V is

favored 45 times out of 52, revealing an overwhelming dominance of V over the
time series models.

‘;!A”SI(. .() RT OM?P N N AND
1CS UA ERLY C ARISONS of VALUE LinNe

The data are also summarized in Table 4 by the mean Wilcoxon r-value (7), the
estimated standard deviation of the mean t-value (s(7)) and the ratio 7/s(7). The
latter ratio is itsell a r-statistic only if each r-value being averaged is drawn from
the same distribution. Since the distribution of r-values is likely to depend upon the
horizon, model and/or year that the experiment is conducted, we refrain from

£ 0 AL st e
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Sample Size = 199 Sample Size =200 Sample Size=150
Friedman Stat.=173.51* Friedman Stat.=119.91* Friedman Stat.=75.22*

Sample Size = 100 Sample Size=30
Friedman Stat.=29.12*

S BJ 14 4

— 2.67* 2.80* —
_ —_ =092 —2.20°

S BJ 14 s BJ v s BJ v

M 335 629 6.19* 0.84 4.88* 3.78* -025 2590 129 -269* 141 029 —
1974 §  — 234 295 — 231 150 — 1.53 0.97
B — — 1.16 — —_ 145 — —_ ~1.04

Sample Size =199 Sample Size= 199 Sample Size= 149
Friedman Stat. =47.57*  Friedman Stat.=22.63* Friedman Stat.=540

Sample Size= 100 Sample Size= 50
Friedman Stat. =2.92

S BJ 4 S BJ v S BJ 4 S BJ 4 Vv

M 207 5.76* 8.22* —2.64* 3.63* 529* -—-449* 293 295 489 -0.78 —0.05 ——

1975 § — 4.70* 6.36* — 6.02* 6.14* — 6.13* 5.14* — 3.62* 3.28° —
BJ] — — s —_ 1.62 —_ — -0.22 — —_ 0.08 0.45

Sample Size=199 Sample Size=199 Sample Size=149
Friedman Stat.=80.32* Fredman Stat.=44.49* Friedman Stat. =33.25*

Sample Size = 100 Sample Size =50
Friedman Stat. = 15.66°

*Significant at the 1% level, one-tailed test.

bSignificant at the 5% level, one-tailed test.

¢V =Value Line, M = Scasonal Martingale, S = Seasonal Submartingale, BJ = Box-Jenkins.

4Each Wilcoxon test statistic entered in the table results from comparing method at the top with method on the side. Thus,
positive Wilcoxon statistics indicate superiority of model on top.
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TABLE3
WILCOXON AND FRIEDMAN TEST STATISTICS, QUARTERLY COMPARISONS OF VALUE LINE AND
TiME SERiES MODEL PREDICTION ERRORS, 1972-1975%¢
Forecast Horizon
One Quarter Two Quarter Three Quarter Four-Quarter Five Quarter

A BJ v N BJ 14 S BJ V S BJ 14 14

M 214 6.87* 8.1 0.79 541* 6.87* -1.09 2.50* 5771 -3.09 141 5.22* —_

1972 § — 4.62* 525 4.62* 5.57* — 3.03* 5.42* — 338 5300 —

B} — _— L75% — 2512 — — 4.09* — — 3.93+ e

Sample Size =200 Sample Size =200 Sample Sizz=150 Sample Size=100  Sample Size=350
Friedman Stat. =73.45* Friedman Stat.=60.54* Friedman Siat. =4].14* Friedman Stat. =43.43*

S BJ v S BJ 14 S BJ 4 N BJ vV vV

M 802 8.98* 10.66* 5.81* 6.41* 8.70% 4812 3.52¢ 6.31* 255 1.69% 4.63* —

1973 § — =060 162 — =183% 104 — -3.57* -0.02 — -1.59 104 —

BJ — 2.48* — — 347t — — 3.34* — — 2.79* 1.66
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TABLE 4

01

i B SUMMARY OF WILCOXON TEST COMPARISONS

o A: Value Line vs. Time Series Models*

Forecast Horizon Forecast Model Year
Total 1Q 2Q 3Q 4Q 5Q M S BJ 1972 1973 1974 1975
Number of Comparisons 52 12 12 12 12 4 16 16 20 I3 i3 13 13

Compansons Favorable to ¥® 45 1211 9 10 3 15 15 15 13 12 9 H
Comparisons Statistically

Favorable 1o ¥© 33 10 8 7 7 i 13 10 10 13 8 4 8
Comparisons Statistically
Unfavorable to V { 0 0 0 0 I 0 0 1 [ 0 1 0
i Mean Wilcoxon Test
Staustic (1) 325 486 375 283 237 76 527 340 151 484 367 1.8 3.29
i/s(iy 827 545 451 381 372 67 565 624 348 998 418 .81 424

B: BJ vs. Naive Time Series Models

axuoury fo pnof ay g

Forecast Honzon Forecast Model Year
Total 1Q 2Q 3Q 4Q M § 1972 1973 1974 1975
. Number of Comparisons 32 8 8 8 8 16 16 8 3 3 8

Companisons Favorable to BJ® 27 7 7 7 6 15 12 8 4 8 7
Compansons Statistically

Favorable to BI© 24 7 7 6 4 13 U 7 4 6 7
) Comparisons Statistically
s Unfavorable to BJ 2 0 1 i 0o 0 2 ] 2 0 0
Mean Wilcoxon Test
- Statistic (f) 315 487 393 233 148 397 234 398 163 300 400
= ) i/s(yf 637 470 4.6 241 225 623 325 646 1.05 499 4.9

!V =Value Line, M =Seasonal Martingale, S = Seasonal Submartingale, BJ = Box-Jenkins.
*Comparisons are favorable if Wilcoxon statistic in Table 3 is positive.

¢Comparisons are statistically favorable if Wilcoxon statistic in Table 3 is positive and significant at the 5% level or
better.

LITS00

“Both 1 and s(¢) are computed using the number of comparisons in each column of the Table.
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hypothesis tests on 7 and present 7 and 7/s(7) without formal tests of significance.
For the 52 comparisons involving V, the mean Wilcoxon test statistic is 3.25 and
1/s(1)is 8.27.

Table 4A also decomposes the 52 comparisons of V with the time series models
by forecast horizon, model and year.' The data show that Value Line's forecast
superiority holds over all horizons studied with a tendency for its superiority to
decline as horizon lengthens, V's predominance model-by-model is, as hypothe-
sized, quite evident with somewhat less superiority over BJ than over M and §.
Turning our attention to the 20 comparisons between V and BJ, V is superior in 10
of 11 cases in which the test statistic is significant. In 5 of the remaining 9
comparisons, the sign of the Wilcoxon test statistic favors I/, For completeness.
Table 4A summarizes Wilcoxon tests by year. Again we expect ¥ to be superior, on
average, but have no hypothesis concerning particular years. Comparisons unfavor-
able to V tend to be confined to 1974, but even in this year, 4 of the 5 statistically

significant comparisons favor Value Line.
In summary, the evidence strongly supports the hypothesis that Value Line

consistently makes significantly better predictions than time series models. The
statistically significant experiments overwhelmingly favor Value Line. In the re-
maining experiments the majority of the Wilcoxon tests also favor Value Line,
providing additional support for the hypothesis of analyst superiority.

Table 4B summarizes the 32 comparisons of BJ with the naive time series
models. The mean Wilcoxon test statistic is 3.15 and 7/s(f) equals 6.37. In 26 cases.
there are significant differences with BJ statistically superior 24 times. BJ is
superior to M and S in 3 of the remaining 6 comparisons. Hence, BJ is favored in
27 of 32 comparisons, providing strong support for the hypothesis that BJ predicts
earnings better than ad hoc time series models.

Table 4B also summarizes comparisons involving BJ by horizon, model and year.
BJ's superiority over the naive models is clearly evident over each forecast horizon
with a tendency for its superiority to decline as horizon lengthens. In comparison
to individual models, BJ outperforms both M and S with somewhat less dominance
over S. Turning to comparisons by year, the superiority of BJ is consistent over

time, with most ol the comparisons unfavorable to BJ occurring in 1973. Even in
this year, the mean Wilcoxon test statistic is 1.63 and 4 of the 6 significant

comparisons favor BJ.'®
In conclusion, the quarterly and the annual comparisons provide convincing

evidence both of Value Line's superiority over each of the three time series models
and BJ's superiority over the naive models, The quasterly results also show that s
superiority over the time series models and BI's superiority over the naive models

15, The decomposition is an alternative to analysis of variance which is inapplicable 1o the error
distribution (see [n. 8).

16. As noted carlicr, the Wilcoxon tests should be insensitive to ertor definition. Wilcoxon test
stalistics were recomputed on annual and selected quarterly comparisons using three additional error
measures, mean square crror, root mean square crror and relative crror squared. The small changes in
the test statistics left the results virtually unchanged. Parametric s1-tests were also applied to the four
error measures. Both the sign and magnitude of these test statistics were highly sensitive to error
definition. The hypothesis tests using the parametric t-test most often gave results in disagreement with
the Wilcoxon test when mean square error was chosen as the error definition. This may account for

EG’s results differing [rom ours,
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are not confined to particular models, horizons, or years. The very general
character of Value Line's superiority in predicting earnings, evidenced over all
models, horizons, and years in 64 separate hypothesis tests involving sample sizes
averaging 125, lends extraordinary support to the hypothesis of analyst superiority.

D. Further Analysis

The superiority of Value Line over time series models follows from the rationai
behavior of forecast producers and consumers and should be generalizable to other
sources of analyst forecasts and other time periods. As a preliminary test of the
sensitivity of our results to choice of analyst, we obtained predictions of 1975
annual earnings per share made by the Standard and Poor's Earnings Forecaster
(SP) for each firm included in the 1975 annual earnings sample.'” Wilcoxon tests of
SP against M, S, and BJ favored SP, yielding -statistics of 3.18, 2.85 and 1.45
respectively. These results are remarkably similar to those using Value Line.'® This
evidence suggests that Value Line's {orecast superiority over time series models is
not unique.

To ascertain whether the sample period posed unusual difficulties for time series
earnings forecasting, a BJ model was fitted to the Quarterly Earnings lndex of the
Dow Jones Industrial Average over the 19511975 time period.'” Average quarterly
percentage errors ignoring sign produced by the BJ model for 1972-1975 were
7.31%, 6.61%, 9.99%, and 15.47% respectively. Since the mean and standard
deviation of average percentage forecast errors over the 1951-1975 period were
10.14% and 4.38%, it appcars that the 1972-1975 period was not a particularly
difficult one in which to predict earnings. Indeed, from this standpoint, the
1972-1975 period is comparable to the “stable” years of the sixties, 1962-1967,
studied by CM and EG.%°

These results indicate that il appropriate hypothesis tests are applied to other

analysts and time periods, the results are likely to parallel those using Value Line
and the 1972-1975 time period.

E. A Brief Investigation of Value Line Superiority

To produce forecasts superior to time series models, Value Line must utilize
information not contained in the time series of quarterly earnings. During the
period between the most recent quarterly earnings announcement and the sub-
sequent Value Line prediction, Value Line acquires incremental information which,
if an important part of its total information set, may explain Value Line’s

>

17. SP, published weekly, contains annual predictions made by Standard and Poor's and other

investment firms. The SP prediction for each firm is that made by Standard and Poor's on the date
closest to the Value Line prediction date,

18. V's r-statistics versus M, S, and BJ were 3.29, 3.11, and 1.28 respectively (See Table 2). A direct
Wilcoxon test between ¥ and SP favored V(o= 77).

19. The sample period, 1972-1975, may appear “unusual™ since it includes peacetime wage and price
controls, high inflation and inventory profits, large changes in cmployment and new accounting
requirements. 1f events arising during the sample period caused the earnings generating process to

change, the forecast ability of the BJ modelling technique may be hampered, unintentionally favoring
the analyst. '

20. The average percentage errors were 12.67%, 10.71%, 7.03%, 4.93%, 6.08% and 5.26%, respectively
for 1962-1967.
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superiority. Information arising during this interval is likely to be most important
for predicting next quarter's earnings. Assyming that the generation of this incre-
mental ianWWsage ol time, earnings should be
relalively easier to predict the further Value Line's prediction date is from the most
recent earnianm:m:m dale, and one quarter horizon forecast errors should
be negatively related to the corresponding intervals.

To lestTHiS hypothesis, we obtained for the firms in the 1975 one quarter horizon
sample their Value Line errors and the time intervals (7-70 days) since their most
recent earnings announcements. A rank correlation was applied to these variables.
The insignificantly negative Spearman rho_which was obtained suggests that
information obtained by Value Line during this interval has a negligible effect on
its ability T0 predict next quarler s carnimgs.' This evidence is consistent with the
hypothesis that Value Line's superiority can be attributed to its use of the
information set available to it on the quarterly earnings announcement date, and

nol to the AequUisiion_ ol inlormalion_arising after the quarterly earnings
announcement date.
nneemen

111. SUMMARY AND IMPLICATIONS

Basic economic theory and the equilibrium employment of analysts, a higher cost
factor than time series models, imply that analysts must produce better forecasts
than time series models. Past studies ([9], [11]) of comparative earnings forecast
accuracy have concluded otherwise but use inappropriate parametric tests and
contain experimental biases. Using nonparametric statistics which provide proper
yet powerful tests, we find that (1) BJ models consistently produce significantly
better earnings forecasts than martingale and submartingale models; (2) Value Line
Investment Survey consistently makes significantly better earnings forecasts than
the BJ and naive time series models. The findings are in accord with rationality in
the market for forecasts and the long-run equilibrium employment of analysts.

If market earnings expectations are rational [23}, it follows that the best available
earnings forecasts should be used to measure market earnings expectations. Given
rational market expectations, our evidence of analyst superiority over time series
models means that analysts’ forecasts should be used in studies of {irm valuation,
cost of capital and the relationship between unanticipated earnings and stock price
changes until forecasts superior to those of analysts are found.? Past findings ([2},
[21]) that share price levels are significantly better explained by analysts’ earnings

21. The lack of a significant negative correlation between prediction error and time since last
announcement date may occur il the interval is intentionally lengthened by Value Line in order to
acquire more information about the firms whose earnings are more difficult to predict. To test this
possibility, we measured each firm's prediction “difliculty” by its average one quarter horizon percen-
tage error ignoring sign yiclded by its BJ model. No significant correlation was found between this
variable and the time interval between the most recent quarterly earnings announcement and the Value
Line prediction date.

22. In examining the relationship between unanticipated earnings and stock price changes, for
example, the sign of the forecast error from a time series is often used ({7), {12}, [13]) as a device for
classilying unanticipated earnings into “favorable™ or “unfavorable” categories. With this methodology,
BJ and V classify earnings dilferently 213 times out of the 797 one quarter ahead forecasts in our
sample.
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forecasts than by those of time series models are consistent with our evidence and
with market rationality.

The hypothesis of analyst superiority versus univariate time series models is
desived from basic economic theory and is not limited to the case of earnings. It is
therefore applicable to all types of forecasts subject to the market test. There is no
presumption that other, non-markel forecasts such as those made by corporate

execulives or government agencies should be better (or worse) than those generated
by univariate time series models.

APPENDIX A
Sample Firms
Abbott Laboratories
Allegheny Ludlum Industries, Inc.
American Airlines, Inc.
Anaconda Company
Boeing Company
Borg-Warner Corporation
Branifl International Corporation
Caterpillar Tractor Company
Champion International Corporation
Chrysler Corporation
Clark Equipment Company
Colgate-Palmolive Company
Continental Can Company, Inc.
Curtiss-Wright Corporation
Cutler-Hammer, Inc.
Eastern Airlines, Incorporated
Eastman Kodak Company
Flintkote Company
Freeport Minerals Company
Fruehaul Corporation
GATX Corporation
General Electric Company
Goodrich (B. F.) Company
Gulf Oi} Corporation
Homestake Mining Company
International Business Machines Corporation
International Paper Co.
Kennecott Copper Corporation
Leheigh Portland Cement Co.
Ligget Group Inc.
Lowenstein (M.) & Sons, Inc.
Nabisco, Inc.

National Distillers & Chemical Corporation
National Steel Corporation
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'

‘nce and Pan American World Airways, Inc. '
™ Pepsico, Inc.
CoLis Phelps Dodge Corporation
8- Itis Phillips Petroleum Co. Y
e 15 no Pullman, Incorporated
Tporate Raybestos-Manhattan, Inc.
1erated

Republic Steel Corporation

Standard Brands, Inc.

Standard Qil Company of Indiana

Sterling Drug, Incorporated XV
St. Regis Paper Company B
Timken Company i
United States Gypsum Company

United States Steel Corporation

United Technologies Corp.

Wrigley (W. M.) Jr. Company
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INVESTOR GROWTH EXPECTATIONS AND STOCK PRICES

James Vander Weide and Willard Carleton
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INTRODUCTION

Although it is widely recognized that growth expectations play an important

role in share price determination, there is still considerable disagreement

about how investors' growth expectations are measured. Earlier studies by

Cragg and Malkiel (([3] and [4]) suggest that the consensus financial analysts'

growth expectations are more highly correlated with stock prices than are

growth expectations based on simple |historical growth extrapolations.

llowever, the Cragg and Malkiel work was based on a limited database of

analysts' growth forecasts covering the period 1961l to 1968. Furthermore,

compared to the more recent period of high inflation and interest rate

volatility, the 1961-1968 period studied by Cragg and Malkiel was

characterized by an unusual degree of stability,

Our study is an update for year-end 1981, 1982, and 1983 of the Cragg and

Malkiel work. It relies on an extensive database of analysts' 5-year earnings

growth rate forecasts available through the 1IBES ("Institutional Brokers

Estimate System'") service of Lynch, Jones & Ryan, a New York securities

Eitm.l The results of our study confirm Cragg and Malkiel's basic findings

1 The forecasts, collected on a monthly basis, are by wmore than 2,000
analysts from over 100 New York and regional securities firms. Over 3,000
companies are included. Most large institutional investors subscribe to
the IBES service. Although systematic coverage of earuings growth rate
forecasts has been included in Lynch, Jones and Ryan's surveys only since
January, 1982, the firm has been collecting analysts' forecasts of
companies' earnings per share (one and two years ahead) for many years.

These data themselves have been employed in several studies, e.g., Elton
and Gruber (5] and Pererson and Peterson[l0].
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with respect to the role of consensus growth rate forecasts. They also reveal

more ambiguities with respect to the measurement of risk, for which we provide

both statistical and economic interpretation.

The significance of our study derives from the fact that the measurement of

growth expectations plays a critical role in one of the commonly used

techniques of cost of equity capital estimation.2 All valuation, or cost of

equity capital, models require for practical implementation market

expectational variables which cannot be directly observed (company earnings,

growth rate, return or excess return on the market portfolio, etc.). The

Gordon model and its variants, in particular, have been criticized among other

reasons for requiring such input. The evidence from this study suggests

strongly that consensus growth forecasts are at the very least good surrogates

for the unobserved market growth expectations.

\

THE STOCK PRICE MODEL

To study the effect of growth expectations on share prices, we need an

explicit model of how share prices are determined. An appealing stock price

model has recently been described in an interesting book by Cragg and Malkiel

2 Indeed, our initial research was conducted in response to the Federal

Comnunications Commission's Notice of Proposed Rulemaking [6] which sought

comments on methods for estimating the cost of capital for companies
providing interexchange telecommunications services.

005226



-3

entitled Expectations and the Structure of Share prices [4]. Cragg and

Malkiel begin with the assumptions that (1) wutility maximizing investors

choose ta hold diversified portfolios and (2) there are certain common

elements of risk (i.e., common risk factors) that cannot be diversified away.

Under these assumptions, they show that the equilibrium price on any security

must be given (at least approximately) by the equation

K .
. = .a_  + ., a (1)
5 " H5% %=1X.1k k
where pj = security j's stock price,
. = expected return on security j,
/&J y J
. = coefficient representing security j's sensitivity
¥ 5 J
to the kth common factor,
" = coefficient representing the expected utility (in

equilibrium) from a marginal increase in common

factor k.

Now if investors expect that future security prices will also be determined by

(1) and the ak‘s still remain wunchanged, then the expected return on

security j at time t is given by

K
Mie 7 E(dj, eel) FE (’\j,ul A% " k‘z—lxjk,cﬂak) (2)

where dj el is the dividend received in the next period and E 1is the
]

expectation operator. Repeated substitution of (2) into (1), along with the

assumption that dividends are expected to grow indefinitely at the constant
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rate g produces an appropriate stock price equation for period zero that is

remarkably similar to the textbook version of the Discounted Cash Flow Model:

Jjo

1th1x

P. =dw(1+gjﬂtﬁ-gj)+ akfﬁ L+ Y F (33

k 1

where P is the risk~free rate.

Dividing both sides of equation (3) by the firm's current carnings, we see

that the Cragg-Malkiel model 1implies the existence of a functional

relationship between the security's price/earnings ratio and K + 3 other

variables: cthe firm's dividend payout ratio, investors' growth expectation,

the risk-free rate of interest, and K common risk factors. This 1is the

functional relationship that we shall explore in the remainder of this study.

DESCRIPTION OF DATA

Our data sets include both historically-based measures of future growth and

the consensus analysts' forecasts of 5-year earnings growth supplied by the

Institutional Brokers Estimate System.of Lynch, Jones & Ryan. They also

include the firm's dividend-payout ratio and various measures of the firm's

risk. The latter data items are included in the regression, along with

earnings growth, to account for other variables that may affect the firm's

stock price.

A more detailed description of our data set follows?

005228



-7~

years, three years ... and ten Yyears, 3) the past pgrowth rate in book

value per share (computed as the ratio of common equity to the outstanding

common equity shares) for the latest year, two years, three years ... and

ten years, 4) the past growth rate in cash flow per share (computed as the

ratio of pre-tax income, depreciation and deferred taxes to the

outstanding common equity shares) for the latest year, two years, three

years ... and ten years, and 5) plowback growth (computed as the firm's

retention ratio for the current year times the firm's latest annual return

on common equity).

We also used the five-year forecast of earnings per sharc growth compiled

by IBES and reported in mid-January of each year. This represents the

consensus (i.e., mean) forecast produced by analysts from the research

departments of leading Wall Street and regional brokerage firms.over the

preceding three months. The contributing brokers have been selected by

IBES '"because of the superior quality of their research, professional

reputation, and client demand." (IBES Monthly Summary book. [7])

Risk Variables

Although there are a great many risk factors that could

potentially affect the firm's stock price, most of these are highly

correlated with one another. We have decided to restrict our attention to

four risk measures that have intuitive appeal and are followed by many

financial analysts. These include: a) B, the firm's "beta" as published

by Value Line; b) Cov, the firm's pre-tax interest coverage ratio
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price/earnings ratio (p/E) 1is calculated as the closing stock price for

the year (i.e., year-end 1981, 1982 and 1983) divided by the consensus

analyst earnings expectation for the forthcoming fiscal year, (i.e., 1982,

1983 and 1984).

Dividends Dividends per share represent the common dividends declared per

share during the calendar year (it includes an adjustment for all stock

splits and stock dividends). The firm's dividend payout ratio is then

defined as common dividends per share divided by the consensus analyst

estimate of earnings per share for the forthcoming calendar year (D/E).

Although this definition has the deficiency that it is obviously biased

downwards (because it divides this vyear's dividend by next vyear's

earnings), it has the advantage that it implicitly uses a "normalized”

figure for earnings. We believe that this advantage outweighs the

deficiency, especially when one considers the flaws of the apparent

alternatives. Furthermore, we have

verified that the results are

insensitive to reasonable alternative definitions (see footnote 3).

Growth In comparing historically-based and consensus analysts' forecasts,

we calculated 41 different historical growth measures. These included the

following: a) the past growth rate in EPS as determined by a log-linear

. 4
least squares regression for the latest vyear, two vyears, three vyears

... and ten years, b) the past growth rate in DPS for the latest year, two

For the latest year, we actually

employed a point-to-point growth
calculation because there were

only two available observations.
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Earnings Per Share Since our goal is to determine which earnings variable

is embodied in the firm's market price, we need to define this variable
with great care. Financial analysts who study a firm's financial results

in detail generally prefer to "normalize" the firm's reported earnings for

the effect of extraordinary items such as write-offs of discontinued

operations or mergers and acquisitions. They also attempt, to the extent

possible, to state earnings for different firms using a common set of

accounting conventions.

In this study, we defined "earnings' as the consensus analyst estimate

(as reported by IBES) of the firm's earnings for the forthcoming year.3

This definition approximates the normalized earnings that investors most

likely. have in mind when making stock purchase and sell decisions. It

implicitly incorporates the analyst's adjustments for differences in

accounting treatment among firms and the effects of the business cycle on

each firm's results of operations. Although we at first thought that this

earnings estimate might be highly correlated with the analyst S5-year

earnings growth forecasts, this was not the case. Thus, a potential

spurious correlation problem was avoided.

Price/Earnings Ratio

Corresponding to our definition of "earnings", the

We also tried several other definitions of “earnings" including the firm's
most recent primary earnings per share prior to any extraordinary items or
discontinued operations. Since our results were insensitive to reasonable

alternative definitions of "earnings", we only report the results for one
definition in this paper.

_ 005231



..8_.
(obtained from Standard & Poor's Compustat); c) Rsq, the stability of the

firm's five-year .historical EPS (measured by the R2 from a log-linear

least squares regression); and d) Sa, the standard deviation of the

[Ra~

consensus analysts' five-year EPS pgrowth forecast (mean forecast) as

computed by 1BES.

After careful analysis of cthe data used in our study, we felt that more

meaningful results could be obtained by imposing several restrictions on the

companies included in our study. These restrictions are listed below:

A, Because of the need to calculate ten-year historical growth rates and

because we studied three different time periods, 1981, 1982 and 1983, our

study requires data for the 13-year period 1971-1983. Only companies with

at least a l3-year operating history were included in our study.

B. Since our historical growth rate calculations were based on log-linear

regressions, and the logarithm of a negative number is not defined, we

excluded all companies which experienced negative EPS during any of the

years 1971-1983.

C. For sgimilar reasons, we also eliminated companies which did not pay a

dividend during any one of the years 1971-1983.

To insure comparability of time periods covered by each consensus earnings

a

figure in the P/E ratios, we eliminated all companies which did not have

December 31 fiscal year-end.
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E. To eliminate distortions caused by highly unusual events that impact
current earnings; but not expected future earnings, and thus the firm's

price/earnings ratio, we eliminated any firm having a price/earnings ratio

greater than 50,

F. Since the evaluation of analysts' forecasts is a major part of this study,

we eliminated all firms that were not followed by IBES.

Our final sample consisted of approximately 135 industrial and 65 utility

firms.S

Linear Approximation

As noted earlier, our study is designed to test which estimate of expected

dividend growth is embodied in current market prices. For this purpose, we

shall employ a linear approximation to the stock price model (3) that takes

the form:

(P/E)j =a  + al(D/E)j tagg; a3Bj + aACovj+ aSquj + aGSaJ + e, (4)

where (P/E)j is firm j's price/earnings ratio, (D/E)j is firm j's dividend

payout ratioc, gj is an estimate of firm j's future growth, B, is firm j's

Value Line beta, Covj ig firm j's pre-tax interest coverage ratio, quj is

a measure of the stability of firm j's five-year historical EPS, Sa. is the

We use the word "approximately'" because the set of available firms varied

each year. \lowever, in each case it was only from 0-3 firms on either
side of the figures cited lere.
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standard deviation of the consensus analysts' five~-year EPS growth forecast

for firm j, and ej is an error term that is assumed to obey the standard

ordinary least squares (OLS) assumptions:

E(ei) =0 for all i =1, 2, . . ., n
E(e,e.) = O for i % 53 1,5 =1, 2, .. .n . (s)
17] CT_Z for i = j; 1,] 1, 2, « « o, n _
e
E(eixik) = 0 for all i =1, 2, . « ., n
k=1,2, .. ., m

where n is the number of firms and m is the number of independent variables.

Although the use of the linear approximation to the price/earnings equation

(3) is convenient for estimation purposes, there is a legitimate concern that

it may seriously interfere with our ability to draw correct inferences from

our study results. 1If the linear approximation to the price/earnings equation

is not very accurate, then there is a high likelihood that the OLS assumptions

(5) do not hold, and thus there exists the possibility of reaching incorrect

conclusions.

RESULTS

To keep the number of calculations in our study at a reasonable level, we

performed the study in two stages. In stage 1, all 41 historically-oriented

approaches for estimating future growth were correlated with each firm's P/E

ratio. 1In stage 2, the historical growth rate with the highest correlation to
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the P/E ratio was compared to the consensus analyst growth rate in the

multiple-regression model described by equation (4) above. Because we felt
the results of our study might vary over time and across groups of firms, we

performed our regressions on two groups of firms in each of three recent time

periods. The two candidate groups of firms were (1) the S & P 400

Industrials and (2) the 178 wutilities tracked by IBES, to the extent that

these companies met our criteria for inclusion.

First-Stage Correlation Study

Table 1 (Parts A and B) contains the results of our first-stage correlation

study for each group of companies in each of the years 1981, 1982 and 1983.

The values in this table measure the correlation between the historically-

oriented. growth rates for various time periods (one-year, two-year, three-

year, etc.) and the firm's end-of-year P/E ratio. The four variables for

which historical growth rates were calculated are shown in the left-hand

column: EPS indicates historical earnings per share growth, DPS indicates

historical dividend per share growth, BVPS indicates historical book value per

share growth and CFPS indicates historical cash flow per share growth. The

term ''Plowback" refers to the product of the firm's retention ratio in the

current year and its return on book equity for that year. In all, we

calculated 41 historically-oriented growth rates for each group of firms in

each study period.

The @goal of the first-stage correlation analysis 1is to determine which

historically-oriented growth rate is most highly correlated with each group's

year-end P/E ratio. Ten-year BVPS has the highest correlation with the

1 005235
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year-end P/E ratio in each year of the study period for the industrial group

of firms (see Table 1A ). For the utility group, eight-year growth in CFPS

has the highest correlation with P/E in 1981 and 1982, and ten-year growth in

CFPS has the highest correlation with year-end P/E in 1983 (see Table 1B). 1In

all cases, the '"plowback" estimate of future growth performed very poorly,

indicating that it is not a factor in investors' expectations of future growth.
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Second—-Stage Regression Study

In the second stage of our regression study, we ran regression equation (&)

uging two different measures of future growth, g: 1) the best historically-

oriented growth rate (gh) from the first-stage correlation study, and 2) the

consensus analysts' forecast (ga) of five-year EPS growth. The regression

results are shown in Table 2.

These results support at least four general conclusions regarding the pricing

of equity securities. First, there 1is overwhelming evidence that the

consensus analysts' forecast of future growth is superior to historically-

oriented growth measures in predicting the firm's stock price. 1In every case,

2 ., . -
the R in the regression containing the consensus

2

higher than the R” 1in the regression containing the

analysts' forecast 1is

historical growth

measure. Furthermore, the regression coefficients in the equation containing

the consensus analysts' forecast are considerably more significant than they

are in the altarnative regression. These results are consistent with those

found by Cragg and Malkiel for data covering the period 1961-1968. They are

also consistent with the hypothesis that investors use analysts' forecasts,

rather than historically-oriented growth calculations, in making stock buy and

sell decisions.

Second, there is some evidence that investors tend to view risk in fairly

traditional terms: the interest coverage variable is statistically significant

in all but one of our samples and the stability of the operating income
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Table 1 (Part B)

Correlation Coefficients of All llistorically~Based
Growth Estimates by Group and by Year
with P/E

Utility Group

llistorical Growth Rate Period in Years

Current
Year 1 2 3 4 5 6 I 8 9 10
1981
EPS -.02 .07 .03 .0L .03 .12 .08 .09 .09 .09
DPS .05 .18 L4 15 14 .15 .19 .23 .23 .23
BVPS .01 .11 13 .13 .16 .18 (15 .15 .15 .15
CFPS -.05 .04 L13 .22 .28 .31 .30 .31 -.57 -.54
Plowback .19
1982
EPS -.10 -.13 -.06 -.02 -.02 -.01 -.03 -.,03 .00 .00
pps - -.19 =-.10 .03 .05 .07 .08 .09 .11 .13 .13
BvPsS .07 .08 L1 .11 .09 .10 .11 .11 .09 .09
CFP3 -.02 -.08 .00 .10 .16 .19 .23 .25 .24 .07
Plowback .04
1983
EPS -.06 -.25 -.25 -.26 -.,16 -.11 -.05 .00 .02 .02
nes 03 -.10 ~-.03 .08 .15 .21 .21 .21 .22 .74
BVPS .03 .10 046,09 15 16 .1 .21 .22 .21
CFpsS -.08 .01 .02 .08 .20 .29 .35 .38 .40 .42
Plowback -.08
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variable is statistically significant in six of the twelve samples we studied,

while the beta 1s never statistically significant and the standard deviation

of the analysts' S5-year growth forecasts is statistically significant in only

two of our twelve samples. llowever, this evidence is far from conclusive

since, as we demonstrate later, there 1is a significant degree of

cross—-correlation among our four risk variables. This cross-correlation makes

any general conclusions about risk extremely hazardous.

Finally, the study results suggest that our price/earnings model "“works"

significantly better for utilities than it does for industrials, as evidenced

by the significantly higher R2 values for the utility regressions. We shall

explore the possibility that this result is explained by the fact that the

linear approximation to our theoretical price/earnings equation is more exact

for the utilities than for the industrials in the next section.
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Part A:

Year

1981

1982

1983

Part B:

Year

1981

1982

1983

Notes:

-7~

Table 2 (Part A)

Regression Results = Industrials

Model I

Historical

P/E = ag * aID/E +a,g,
hooh %
-9.15% 16.29% 20.54%
(2.61) (8.01) (3.30)
-6.52 18.19% 19.17*
(1.48) (10.22) (2.05)
~5.23 19.84% 1B.0Q8%
(1.45) (9.18) (2.22)
Analysts
P/E = ag * alD/E Y .8,
oo R
-15.30% 17.73* 101.45%
(5.23) (11.15) (8.85)
~-16.77% 18.98*% 146,.20%
(4.19) (12.79) (7.82)
-14,92% 19.83*% 112.83*
(4.49) (11.56) (7.76)

Coefficient 1is

+ a

Ay

w—

Hh.27
(1.63)

-1.31
(0.33)

.74
(1.55)

-0.19
(0.08)

-3.46
(0.98)

4.85
(1.86)

significant at

and has the correct sign.

6

3 25 2 R% F Ratio -
0.06% 4.27% 36.94% 0.45 18.82
(2.69) (3.19) (4.93)
0.11% 7.63% 142.46 0.51 24.33
(3.17) (4.42) (4.45)
0.04% 2.27 30.19 0.41 16.12
(1.65) (1.64) (1.44)

ahCov + aSqu + a6Sa
ii iz ig Ez F Ratio
0.06%* 3.B2* -7.3 0.67 43.00
(3.36) (3.62) (0.71)
N0.12% 3.09% 89.03 0.66 43.93
(4.14) (1.99) (2.02)
0.04 -0.92 13.14 0.59 32.59
(1.64) (0.73) (0.72)

the 5% level (using a 1l-tailed test)

The t-statistic is indicated in parentheses.

- with P/C as Dependent Variable

3B + aQCov + aSqu + a_Sa
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Part A:

Year

1981

1982

1983

Part B:

Year
1981

1982

1983

Notes:

-18-

Table 2 (Part B)

Regression Results - Utilities

Model I - with P/E as Dependent Variable

llistorical

P/E = ag * alD/E + a,g,
S S
~6.42% 10.31% 7.67%
(5.50) (14.79) (2.20)
-2.90%* 9,32%* 8.49%
(2.75) (18.52) (4.18)
~-5.96% 10.20* 19.78%
(3.70) (12.20) (4.83)

Analysts

P/E = ay * alD/E *ag,
R G
~4.,97% 10.62% 54.85%*
(6.23) (21.57) (8.56)
-2.16% 9.47% 50,71%
(2.59) (22.46) (9.31)
-8.67% 11.96% 79.05%*
(7.07) (16.48) (7.84)

Coefficient is

+ 333 + aaCov + asqu +
B0 R s
3.24 0.54% 1.42%
(2.86) (2.50) (2.85)
2.85 0.45% -0.42
(2.83) (2.60) (0.05)
4 .85 O bl 0.33
(2.95) (1.89) (0.50)

+ a3B + aQCov + aSqu +
Hoooh 5
-0.61 0.33* 0.63%
(0.68) (2.28) (1.74)
-1.07 0.36* -0.31
(L.14)  (2.53) (1.06)
2.16 0.56% 0.20
(1.55) (3.08) (0.38)

the

significant at

and has the correct sign.

The t-statistic is indicated in parentheses.

5% level (using a l-tailed

aBSa
iﬁ 33 F Ratio
57.43 0.83 46.49
(6.07)
3.63 0.86 65.53
(0.26)
32.49 0.82 45.26
(1.29)
a6Sa
i& Ei F Ratio
4.3 0.91 103.10
(0.37)
119.05% 0.90 97.62
(1.60)
-34.,43 0.87 69.81
(1.44)

test)
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STATISTICAL ISSUES

Although the results of our study provide convincing evidence in support of

our conclusions, we feel it is important to investigate whether, and to what

extent, our conclusions may have been affected by the nature of our

statistical assumptions. 1In this section, we investigate (1) the amount of

independent variation in the explanatory variables, (2) the accuracy of the

linear approximation to the theoretical price-earnings relationship and (3)

the effect of a possible misspecification of the risk variables.

Independent Variation in the Explanatory Variables

In an effort to understand why we were unable to find a strong and consistent
relationship between firms' price-earnings ratios and their risk measures, we

performed a principal-axis factor analysis (with a varimax rotation) of our

six explanatory variables. The results are summarized in Tables 3 and 4.

Table 3 shows the cumulative percentage of the total variation in the six

explanatory variables in each sample that 1is accounted for by the four

principal components with the highest eigenvalues. 1In all cases, roughly 75%

of the total variation in the six explanatory variables is accounted for by

the first three principal components. This means that there are really at

most three independent dimensions of variation in our explanatory variables

and there may very well be less. 1In fact, the subsequent factor analysis

demonstrates that there are really only two statistically significant
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independent dimensions of wvariation in all cases but one, where there are
three (See Table 4). Thus, we should not be surprised to get less than a full

set of significant coefficlents in our regressions.

Table &4 displays the factor loadings of the six explanatory variables an the
(two or three) statistically significant principal factors obtained from the
factor analysis. We see that the six original variables tend to fall into two
3-member subgroups, whose members load on the sgame factor. In the utility
sample, for ingtance, the three variables B, B and s_ always load heavily
on one of the two factors, while the three variables D/E, Cov, and Rsq load
heavily on the other. This means that the variables within each group are so

highly correlated that it is virtually impossible to distinguish between them

statistically.
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Table 3

Cumulative Percentage of Total Variance Accounted for by Four

Principal
Component

s N

19813)

Principal Components with Highest Eigenvalues
in Descending Order

Study Group*

1-81 2-81 1-82 2-82 1-83 2-83
317 40% 3% 347% 307 35%
54% 647 59% 62% 53% 62%
747% 718% 73% 75% 697 4%
86% 88% 85% 85% 82% 86%

The study groups are labeled to reflect both the year (1981, 1982,
and whether the sample consisted of industrial firms (1) or

utility firms (2).

‘Original

Variable

D/E

€a

i}
Cov
Rsq
Sa

Table 4 (Part A)

Rotated Factor Loadings of Tndustrial and Utility
Firm Samples in 1981

Industrial Firms Utility  Firms
Factor 1 Factor 2 Factor 3 Factor 1 Factor 2
-0.056 0.822 ~-0(.188 -0.677 -0.077
0.859 -0.290 0.143 0.372 0.861
0.132 -0.7506 -0.183 0.370 0.565
0.036 0.371 0.736 0.6€8 0.357
-0.103 -0.318 0.774 0.812 -0.001
0.898 0.062 -0.195 -0.473 0.793
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Original

Variable

D/E

8a

B
Cov
Rsq
Sa

Original
Variable

D/E

84

B
Cov
Rsq
Sa

Table 4 (Part B)

Rotated Factor Loadings of Industrial and Utility
Firm Samples in 1982

Industrial
Factor 1

-0.717
. 732
.222
.+ 343
0.774
-0.094

(o)

o O

Table 4 (Part C)

Rotated Factor Loadings of Industrial and Utility
Firm Samples in 1983

Industrial
Factor 1

-0.638
0.740
0.039
0.402
0.764

~0.029

..22_.

Firms

Factor 2

0.030
0.303
0.801
-0.369
-0.371
0.815

Firms

Factor 2

0.073
0.345
0.716
-0.483
-0.237
0.756

Utility
Factor 1

-0.170
0.817
0.827

-0.119

-0.011
0.733

Utility
Factor 1

0.004
0.882
0.775
0.255
-0.226
0.712

Firms
Factor 2
-0.649
0.371
0.032
0.771
0.750
-0.251

Firms
Factor 2

-0.750
0.181
-0.008
0.670
0.633
-0.497
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Accuracy of Linear Approximation

Since nonlinearity can be a serious problem in statistical inference, we need

to test carefully how closely the linear equation (4) approximates the true

price/earnings relationship (3). A straightforward approach is to run an OLS

regression, assuming that (4) is reasonable (and hence (5) applies), and then

to examine the appropriate test statistics to see whether the linear

approximation "works'". (see Theil [11})

On the other hand, there are at least two drawbacks to the straightforward
approach to testing for nonlinearity. Since the straightforward approach
makes no assumption about the form of the nonlinear relationship we are

testing for, it is necessarily an indirect, and hence not very powerful, test.

Furthermore, the test itself is bLiased by the fact that the covariance matrix

. . } 2
of the least squares residuals is generally nonscalar (i.e, Var(e) ¥ q 1),
even when the covariance matrix of the true

residuals 1is scalar. Thus,

uncorrelated disturbances do not guarantee that the OLS residuals are

uncorrelated.

Given the above uncertainties with the straightforward approach to testing for
nonlinearity and the importance of the linear assumption to the interpretation
of our results, we couducted a second test of the reasonableness of the linear

approximation to the price/earnings equation (3), using the multi-variable

version of Taylor's Theorem. For the purposes of this test, we ignored the

risk variables appearing in (3), since they clearly appear in a strictly

linear form.
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From Taylor's Theorem6, we know that any continuous function f(p) of two
variables with continuous derivatives up to third order in a neighborhood of

the point Py = (xo,yo) can be expressed as

EGp) = £+ TR e + my) J £ ‘ (6)
1 SRS Po 1 3Y Po
2 2
. (x xo) ~92f . (x xo)(y yo) <92E . (y YO) <92f
. 2 * : 1! 2. . *
2 dx" |p 1 JxJdy |p 3 y2 P
where p = (x,y) and p* is a point on the line segment joining Po and p.

Applying this knowledge to the nonlinear term in equation (3), we have

pjo(D,g) = (1+§)6 + (l+g) (D-D) + () +1) (g—g) + Rn (D,g) (7

= - = 2
S- g S -g (-g )
where a bar over a variable indicates the mean value of that variable and Rn

. E
is the sum of second order terms evaluated at (D ,g ).

Let us denote the first order Taylor approximation to pjo(D,g) by pp.

Then we can investigate the relative accuracy of the linear approximation to
equation (3) by calculating

pjo PL

Pjo

for various values of D and g. Table 5 (Parts A and B) shows the resulting

calculations for 20 D and g values taken from both the industrial and utility

samples. The only criterion used in selecting these values was that the firm's

6 Buck, R. Creighton and E. F. Buck, Advanced Calculus, McGraw-Hill Book
Company, New York, 1965, pp. 260-261.
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Analysis of Accuracy of Linear Approximation for 20 D/E and

D/E

g Values Taken from Industrial Sample

...25..

TABLE 5 (PART A)

Note:

g p
0.518 0.104 35.742
0.539 0.109 S4.361
0.863 0.092 33.657
0.499 0.099 26.114
0.390 0.095 17.082
0.794 0.107 67.612
0.286 0.093 11.578
0.382 0.103 264,785
0.534 0.113 84.906
0.516 0.101 29.901
0.419 0.103 27.186
0.365 0.109 36.799
0.541 0.108 49,952
0.564 0.111 69.623
0.801 0.109 80.755
0.317 0.101 18.369
0.408 0.109 41.134
0.627 0.111 77.600
0.469 0.082 13.354
0.863 0.092 33.657
D/E = 0.71

g2 = 0.061

£ =.12

PL

35.113
82.273
32.096
21.852
13.974
77.936
9.470
22.534
238.466
25.993
24.935
64.730
67.4972
135.132
108.687
14.461
69.065
142.909
17.446
32.096

0
-0
0

0.
0.

-0
0
0

-1
0
0

-0

-0

-0

-0
0

-0

-0

-0
0

p

.176
514
L0406
163
182
<153
.182
.091
. 809
131
.083
.759
«351
941
346
213
.679
. B4H
.306
046
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TABLE 5 (PART B)

Analysis of Accuracy of Linear Approximation for D/E and

D/E

0.603
0.633
0.545
0.927
0.659
0.646
0.550
0.755
0.631
0.637
0.567
0.668
0.630
0.880
0.923
0.946
0.729
0.695
0.849
0.713

H]

g Values Taken from Utility Sample

g p
0.063 11.234
0.054 10.109
0.064 10.355
0.043 12.592
0.087 21.707
0.030 7.393
0.081 15.245
0.036 9.312
0.067 12.703
0.069 13.352
0.065 10.979
0.052 10.334
0.085 19.530
0.047 12.621
0.050 13.845
0.038 11.975
0.046 10.305
0.055 11.280
0.053 13.343
0.055 11.573

0.61
0.061

11.985

9.910
11.277
12.237
41.089

7.443
25.152

9.131
14.309
15.550
12.105
10.050
35.035
12.247
13.506
11.732

9.929
11.138
13.098
11.430

PP,

-0.066
0.020
-0.089
0.028
-0.893
-0.007
-0.650
0.019
-0.126
-0.165
-0.103
0.028
-0.794
0.030
0.025
0.020
0.036
0.013
0.018
0.012
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growth estimate had to be less than the risk-free rate A, which we chose to

be 12% since this was indicative of rates on long-term U. S. government

securities in the 1981-83 period. The use ofthis criterion meant that we

excluded certain industrial firms with extremely high growth expectations; it

had no effect on our choice of utility company values. We included observa-

tions from all three years of our study.

On the basis of this investigation and our further statistical tests, we

believe that at least three conclusions regarding the accuracy of the linear

approximation are justified:

1. The linear approximation 1is reasonably accurate for sample values of
the independent variables centered around the mean observations.

2. The linear approximation 1is considerably more reasonable for the
utility sample than it is for the industrial sample (which helps to
explain why the R"s in the utility regressions are higher).

3. The accuracy of the linear approximation can be improved by

eliminating extreme observalions.

Possible Misspecification of Risk

Since the stock valuation theory says nothing about which risk variables are
most important to investors, we need to consider the possibility that the risk

variables of our study are actually only proxies for the "true'" risk variables

used by investors. It is well known that the inclusion of proxy variables may

increase the variance of the parameters of most concern, which in this case

are the coefficients of the growth variables.7

See Maddala, G.S., Fconometrics, McGraw-ilill Book Company, New York, 1977,
pPp. 158-162.
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Table 6 (Part A)

Regression Results -~ Industrials
Model II - with P/E as Dependent Variable

Part A: Hlistorical

P/E = ag + a)D/E + azgy

Year ig il ig 53 F Ratio
1981 -0.59 15.40 31.33 .30 30.30,
(039) (7.108)* (4093)*
1982 -0.31 17.97 40,75 .36 40.79
(0.1%) (9.03)* (4.30)*
1983 2.09 19.03 22.17 <37 41.80
(1.14) (8.89)* (2.81L)*
Part B: Analzsts
P/E = ag * a\D/E + ajg,
Year ig il il 53 F Ratio
1981 -10.99 16.88 95.31 .57 88.79
(6.34)* (10.46)* (10.31)*
1982 -17.60 18.30 172.41 .59 98.58
(6.52)* (12.16)* (9.68)*
1983 -9.95 19.28 111.00 .58 92.79
(4.85)* (11.86)* (8.40)%
Notes:
* = Coefficient is significant at the 5% level (using a 1-tailed test)

and has the correct sign.

The t-statistic is indicated in parentheses.
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Table 6 (Part D)

Regression Results - Utilities

Part A: llistorical
P/E = ag + aLD/E + ajgy
Year ig iL iz 53 F Ratio
1981 -1.05 9.59 21.20 .73 32.95
(1.61) (12.13)* (7.05)* ‘
1982 0.54 8.92 12.18 .83 167.97
(1.38) (17.73)* (6.95)*
(1.13) (12.38)* (7.94)*
Part B: Analzsts
P/E = ag + ayD/E + ajg,
Year ig il E& 53 F Ratio
1981 3.96 10.07 60.53 .90 274.16
(8.31)* (20.91)* (15.79)*
1982 -1.75 9.19 44,92 .88 246.36
(4.00)* (21.35)% (11.06)*
1983 -4 .97 10.95 82.02 .83 168.28
(6.93)* (15.93)* (11.02)*
Notes:

e =

Model II - with P/E as Dependent Variable

= Coefficient is significant at the 5% level (using a

l-tailed test)
and has the correct sign.

The t-statistic is indicated in parentheses.
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To allow for the possibility that the use of risk proxies has caused us to
draw incorrect conclusions concerning the relative importance of analysts'
growth forecasts and historical growth extrapolations, we have also estimated
regression equation (4) with the risk variables excluded. The results of
these regressions are shown in Table 6 (Parts A and B). Again, there is

overwhelming evidence that the consensus analysts' growth forerast is superior

to the historically-oriented growth measures in predicting the firm's stock

price (the R? and t-statistics are higher in every case).

CONCLUSION

The relationship between growth expectations and share prices is important in
several major areas of finance. The database of analysts' growth Fforecasts

collected by Lynch, Jones & Ryan provides a unique opportunity to test the

iypothesis that investors rely more heavily on analysts' growrh forecasts than
on historical growth extrapolations in making security buy and sell

decisions. With the help of this database, we have conducted extensive

studies that affirm the superiority of analysts' forecasts over simple

historical growth extrapolations in the stock price formation process.

Indirectly, this finding lends support to the use of those valuation models

whose input includes expected growth rates.

005254
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THE ACCURACY OF LONG-TERM EARNINGS FORECASTS IN THE ELECTRIC
UTILITY INDUSTRY

R. Charles MOYER *
Texas Tech Unmversity, Lubbock, TX 79409. USA

Robert E. CHATFIELD *
Texas Tech Umpersity. Lubbock. TX 70409 USH

Gary D. KELLEY *
West Texus Stare Uniwersity, Canyon, TX 79016, USA

This paper examines the accuracy of various methods of forecasting long-term carnings growth for firms in the clectric utility
industry. In addition to a number of exirapolative techniques, Value Line analyst forecasts are also evaluated. Vulue Line
analyst forecasts for a five-year time horizon are found to be superior to many of the extrapolative models. Among the
extrapolative models examined, implied growth and historical book value per share growth rate models performed best. These
results provide strong support for using Value Line growth forecasts in cost of capital estimates [or electric utilities in the
context of utility rate cases. Value Line forecast errors could be explained by changes in dividend payout ratios, the firm's
regulatory environment and bond rating changes.

Keywords: Earnings forecasting, Utility forecasting, Analysts' forecasts. Electric utilities.

1. Introduction

A central issue in most public utility rate cases is the determination of the cost of equity capital for
the utility. In the regulatory process the return required by investors is considered a legitimate cost of
doing business that is appropriately charged to customers. Other things being equal, the lower the
rate of return which a utility is permitted to earn from its customers, the higher the level of customer
welfare. However, if the utility does not have the opportunity to earn investor-required rates of return
on capital, investment in plant and equipment will iag and the demand for service at the established
price will be greater than the utility can supply. Accordingly, it is important to permit a utility to earn
a fair return on its invested capital in order to assure that adequate levels of service will be provided.

Two landmark judicial decisions have provided the general framework within which this analvsis
must be done. The Supreme Court concluded in the Bluelield Water Works case [Bluefield Water
Works (1923)] that the ‘return must be reasonably sufficient to ... support its credit and enable it to
raise the money necessary for the proper discharge of its public duties.” Recognition must be given to
the returns currently earned ‘on investments in other business undertakings which are attended by

* The authors wish to acknowledge the assistance of Phil Sisneros and Jesse Reyes for their fine data collection and computer
analysis work. We also appreciate the helpful comments of Editor Scott Armstrong, Professor Mike Rozeff, Associate Editor
Lawrence D. Brown and two anonymous reviewers. Any errors are the sole responsibility of the authors,

0169-2070,/85,/$3.30 > 1985, Elsevier Science Publishers B.V. (North-Holland)
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corresponding risks and uncertainties ... In the Hope Natural Gas case [Federal Power Commussion
(1944)] the Supreme Court stated that the return must also enable a firm 0 “mammtain its credit and
attract capital’,

These judicial guidelines provide a general framework for implementing the determinaton of the
cost of equity capital in utility rate cases. Neuher the Hope nor the Bluefield decisions provides
gwidance about what specific method(s) should be used to estabiish the cost of equity. In the Hope
case, the Court stated that *under the statutory standard of *just and reasonable’ it is the result
reached not the method employed which 1s controlling’ [Federal Power Commussion (1944, p. 603)].

In contrast, the nch academic fiterature in this area has emphasized the appropriateness of various
methods employed 10 determine the cost of equity capitai [Brigham and Gordon (1968), Elton and
Gruber (1971), Gordon (1974), Gordon and Gould (1978), Luzenberger, Ramaswamy and Sosin
(1980), Myers (1972) and Robichek, Higgins and Kinsman (1973)). In pracuice, three models have
dominated recent utility rate cases. These are the caprial asset pricing model, the comparable earnings
model, and the constant-growth form of the dividend valuation model (often called the DCF or
discounted cash flow methodology).

Thus paper focuses on the DCF model as it 15 commonly applied in utility rate cases. Specifically,
we examine the iung-term accuracy of a number of forecasung techmques which are used 10 estimate
the growth rate component in the DCF cost of equity model. ' Based on a rauonal expectations view
of the formation of investor expectations, ! we find support for the use of Value Line analyst
forecasts, * implicd growth techniques, and historical book value growth rate models. However, Value
Line forecast accuracy detenorates significantly if the forecast is evaluated over a three or four year
tme honizon rather than the maximum five year honizon reported by Falue Line.

Section 2 of the paper develops the DCF model as « 1s normally applied m rate cases. Secuion 3
describes the data used. and Secuion 4 discusses the various forecasting techmques tested. In Section §
the stausuical tests used in the analysis are discussed; Section 6 presents the results of the tests.
Section 7 reports the results of tests conducted to explam the errors m Value Line analyst forecasts.
Secuion 8 offers conclusions and mplications.

2. The DCF model

The DCF model of valuauon s based on the proposttion that the value of a share of stock 1s equal
to the present value of all expecied future dividends, discounted at the sharcholders’ required rate of
return. Expert witnesses 1a utility rate cases commonly rely on a constant growth form of the basic
dividend valuation model, such as k, = D, /P, + g. as the basis for their cost of equity recommenda-
wons. * Expert witnesses do so because it is thought that many utility firms meet or neariy meet the
requircments necessary to use the constant growth DCF model. Whether the constant growth DCF

' There 15 an extensive lerature, including Brown and Rozef( (1978), Cragg and Malkicl (1968), Elton and Gruber (1972).
Johnson and Schrmtt (19743 and Ruland (1980) that considers the accuracy of short-term {orevasting models. With the
exception of a revent paper by Roueff (1983), ihere has been very Butle analysis of the accuracy of jong-term earnings
forecasts.

We use the 1erm rational expectanons” in the same sense as Sargent (1972, p. 74). and Brown and Rozeff (1978, p 11 We
use the term, baswally, 1o mean that rational investors’ eapoctations are the same as the hest availabe (orecasts

' FVatue Line 1 a well-kaown widely avaikable, mvestment advisory service which 1s published quariery and includes. among

other things, five year earnings forevasts fur the over 1700 fiemsy followed by the service

* fwenn four witnesses who were 2uthe ntees on the cost of capital testified before the Federal tocipy Regulatory

Comnmsaon an eleven separale rale Cases between 1980 and 1982, An amalysis of ther testumony showed that 2l used
A= D20 v g as the bases of thes DU anaiyss. where &, 1 the cost of equity capital, Dy 1y dividends expecicd over the
seat perwnd Fyon the cuttent manbet pone of the frms stock and g ts the Jong-tesm perpetual growth rate s dividends.

R.C. Muaver et ul / Eurrungs forecasts in elecirre utslity industn p3

model or the non-constant growth model is employed, long-term (three 1c five sear) earmings and
dividend growth forecasts are essential inpults.

The applicatuon of this model mvanably results in considerable controversy among expert
witnesses regarding the appropriate method by which to esumate the growth (g) component.
Theoretically, this growth component is the growth rate expected by mvestors at the margin. Since
expeclations cannot be directly observed, experts focus on a wide range of alternative techniques a5 a
proxy for g. According to the rational expectattons hypothesis [Sargent (1972)), the best forecasung
method should be used to estimate g. In pracuce, proxies for g have included tustoncal carmings and
dividend growth rates, historical book value growth rates, implied growth rates (the product of the
retention ratio times the return on book equity), and analysts’ forecasts such as Vaiue Line.

This paper examunes the long-term accuracy of different methods of forccasting earnings growth of
electnic utility corporations and compares the results with Value Line [orecasts of future earmings
growth. On an ex-post basis the different methods are evaluated to determine the most accurate.
long-range (three to five year) farecast. *

3. The data

The sample consists of the minety-eight electric utilines that Value Line followed between 1971 and
1976 and the minety-tieee electric utilites followed by Value Line between 1977 and 1982 Per share
data have been adjusted f{or stock sphits and dividends. Generally, Value Line reports on each firm
four umes a year. The Value Line data come {rom 1ts second quarterly report of each year since this s
the first Value Line seport which generally includes actual data for the previous vear. For example.
Value Line carmngs forecasts for 1976 are those reporied in its second quarterly report in 1972,

All data, both actual earnings and forecasts of earmings, have been converted to compound annual
growth rates. Hence, all compansons of forecast accuracy are based on annual grow th rates. Two
five-year forecast honizons are used tn the analysis: 1971-1976 and 1977-1982. Value Line makes nts
carmings per sharc forecasts for a three-year range, eg. the forccast made n 1972 (which 1s
conditional on actual 1971 datai 1s for the 1974-1976 ume penod. Thus. forecasted Value Line
growth rates can be computed assumung a three, four, or five-year horizon. We considered each
possible Value Line horizon in the paper. re.. carings forecasting accuracy is evaluated for the
19711974, 1971-1975 and the 1971--1976 time periods, as well as the 1977-1980. 1977-1981, and
the 19771982 1ime periods.

These ume periods are especially important for the electric utility industry because of the unseutled
conditions prevailing in that industry through the 1970s. These conditons include the effects of
rapidly escalating fuel costs, the need to convert largs amounts of capacity from natural gas and oil to
coal and nuclear power, and the impact of high inflation and rapidly rising capital costs.

4. Forecasting methods

The forecasting methods tested have been selected for analysis because of thesr use in prior studics
and because of the extent t0 which they are commonly used n utility rate cases. These methods are:

X2. Value Line 3, 4, and 5-year earnings forecast.
X3. The 5-year histonical compound dividend per share growth rate: for example. the 1971-1976

furecast horizon uses the actual annual compound growth rate from 1966-1971.

* The three to five year honzon was chosen since this 1 the iongest forecast honzon svailabic from Volue Line anatysis
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Lxhibu 2
Summary of erroc statistics 1971-1976.

Mcitiod Average deviation MABE AMSE
{forecast-actual)
X2 0on 0.036 0.044
X3 -0.013 ¢ 047 0.066
X4 0013 0042 0053
XS 0.006 0038 0.081
X6 0016 0033 0.048
X7 0003 0037 0.046
X8 o013 0039 0050
X9 -0 002 0036 0.046
X110 6.000 0035 0.045
Xt -000?7 0040 0456
X12 - 0.004 0.037 0.049
X1} 0.007 ¢ui8 0.046
X14 0009 0.036 0.045
Xi5 0000 0038 8050
X16 0015 0.039 0047
X7 -a017 9.us0 2.070
X132 0007 0.040 0050

Value Line forecasis (X2) are posiuvely and significantly correlated with actual carnings growth.

In period 1, no other forecasting method is both significant and positively correlated with actual
carmings growth. In period 2, methods X5 (five-year compound book value per share growth) and
X15 (five-year trend line growth in dividends per share) also have staustically significant positive
correlations.

Exhibit 1 provides strong cross-sectional evidence of the superiority of Vaiue Line forecasts in
captunng movement in the direction of carnings growth rates. Thus, Value Line forecasts higher
growth for fisms which later show higher growth, and lower growth for firms which later show lower
growth. Dunng the highly unstable periods included in the forecast horizons, only Value Line
forecasts consistently reflected the direction of movement n actual earnings growth rates for the
electric utility industry.

Exhibit 1 does not, however, show any indication of the accuracy of Value Line relauve to
alternauve forecasting techniques. From a cost of capnal perspective, accuracy i forecasting 1s of
greatest importance. Exhibuts 2 and 3 report the average deviation, mean absolute error and root
mean square error for the two five-year forecast honzons.

The Value Line average deviation 1s the fargest in period 1 at 2.1%, but the lowest in period 2 at
1%. In both periods it 1s posttive, indicating that Value Line forecasts tend 1o be on the high side.
Hence. 1t appears that sn the long-term (five years) Value Line 1s relauvely successful in forecasting
the direction of future carmings movements, but there s a tendency 1o overestimate the size of this
carmings growth. In order to verify this nitial conclusion we next look at two other measures of
overall forecasting accurucy - the MABE and RMSE.

Value Line has a relatively low MABE in peniod 1. Only X10 (ten-year average implied growth of
EPS s lower, X9 (five-year average implied growth) and X14 (tca-year trend line growth in book
value} are equivaleat. In perod 2 Value Line has the lowest MABE. Value Line appears even better
when accuracy 1s evafuated using RMSE. la both periads Value Line has the lowest RMSE.

Thus, 1n addition to forecasting successfully the direction of movement, Value Line 15 relauvely
accurate as a predictor of the future growth rate itself. Is forecasts tend 10 be on the high side but
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txhiat 3
Summary uof error statsstics 1977 - 1982

Method Average deviation MABE RMSE
tforecast-actuaf}
X2 0010 0.039 24059
X3 -0.030 0067 0092
X4 -0.019 0053 0075
X5 ~0.013 0.044 Q063
X6 -001} 0.044 4063
X7 -0.024 GOst o010
X8 -0oit 0045 0065
X9 - 0.016 0046 8067
XH -0013 0045 0065
X -0.015 0052 9074
X12 -0017 0048 9070
X13 - 0027 0052 JO70
Xi4 -001 0oas 0065
X1s ~0iH2 0045 0.06%
X16 -0616 0.048 (L
X17 - QO0ts @065 ao9t
Xig -ou20 0.49 Gomn

when compared to the sixteen mechanical forecasting miethods, 1t 1s among the most accurate.

Finally. we consider two statisttcal tests of relative accuracy - the Friedman test and the least
significant difference test. Exhibits 4 and 5 report the results from these two tests for peniods 1 and 2
respectively. The Friedman test rejects the null hypothesis at the 1% level for both penods. Thus, the
alternative hypothests that at least onc forecasting method is more accurate than at least one other
forecasting method may be accepted.

The feast significant difference test of the muluple pairwise comparisons is performed at a 5%
significance level. The results indicate that Value Line is dominated only by X10 (ten-year average
implied growth) in period 1 and s not domunated by any forecasting method 1n penod 2.

Several of the forecasting methods performed exceedingiy well in the muluple pairwise compan-
sons. X5, X8 (five and ten-year compound book value per share growth), X9. X10 (five and ten-year
average implied growth), X14 (ten-year trend line growth m book value), and X15 (five-year trend
line growth n dividends) are not dominated by anv other forecasting method in either period.

In summary, Value Line performs very well relauve to the 16 extrapolative forecasung methods in
the five-year forecast horizons. It s relauvely successful at forecasting the direction of future carnings
growth. Also, the MABE, RMSE, and muluple pairwise comparisons indicate that Value Line 15
relatively accurate in predicung the actual future growth rate.

Vatue Line forecasts are made for a three to five-year forecast horizon. The preceding results have
focused on the five-year honizon. Idenucal stausucal tests were performed for two three-year horizons
(1971-1974 and 1977-1980) and two four-year horizons (1971-1975 and 1977-1981). Because Value
Line forecasts per share earmings for a three 1o five-year horizon, the calculzted growth rate will be
greater the shorter the honzon. Since the Value Line forecasts tended to overesumate the actual
growth rate for five-year honzons, one would expect tire same dollar earnmgs forecast for a three ur
four-year horizon to perform less well.

The correlation results for three and four-year horizons are similas 10 those for fwe cears. Value
Line forecasts are positively and significantly correlated with actual earnings growth i both permd)
for buth the three and four-year honizons. In addition (o Value Line, only X5 and X10 are sigmlicant
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concentrated on providing electric service might also be expected to have more stable and easily
forecasted earnings.

(4) Percent of generation fram oil and gas capacily (measused at the end of cach forecast honzon ). Qi
and gas prices increased dramatically during the time periods exanuned, and not all firms had the
benefit of perlectly effective fuel adjustment clauses. Hence, 1t 1s hypothesized that those firms
with a greater proportion of oil and gas gencraung capacity were faced with more volatile and less
casily forecasted earmings during this period.

(5) Nuclear construction. Firms with a significant nuclear construcuon program [defined with a
dummy variable (D, ) as a firm having a greater than 10% ownership niesest 1n a nuclear plaat
under construction at the end of each forecast honizon] were expected 10 have more volatile and
less casily forecasted eamings than non-nuclear firms. This 1s particularly true during the
1977-1982 period when, following the accident at Three Mile Istand, the Nuclear Regulatory
Agency ordered plant shutdowns. At that time, also, cancelled projects began to affect adversely
the earnings of electric utilities.

(6) Percentage change in dividend pavout rano (defined as the 1976 payout ratio minus the 1971
payout ratio for the first period and the 1982 payout ratio munus the 1977 payout ratio for the
second period). An increase in the payout ratio reduces funds for remnvestment in the firm and s
iypothesized (o be directly related 10 overesumates of earmngs made by Value Line.

(7} Percentage change 1 net plant (measured as the percentage increase (decrease) 1 net plant over
the period). The hypothesized direcuon of the effect of this vanable is indeternunant since a rapid
growth in net plant might be associated with growth in demand and future earnings. Alterna-
twvely, firms with large construction programs during the 1970s and 1980s have been under heavy
financing and regulatory pressures that have negatively wfluenced carmings.

(8) Change in bond ratings ( d from the beg g 10 the end of each penod by two dummy
vanables: D, =1 if downgraded by Moody's, 0 otherwise; Dy =1 if upgraded by Moody's, 0
otherwise; firms with no raung change are the excluded set). When a firm 1s upgraded
(downgraded), this indicates an improvement (decline) in its financial profile. Hence, upgradings
(downgradings) mught be associated with underestimates (overestimates) of future carnings.

(9) Coefficient of variation of earnings per share {measured over the ten years prior to the start of cach

forecast horizon). Highly volasile carmungs are expected to be positively related 10 Value Line
carmngs forecasting errors.

For each forecasting horizon (1971-1976 and 1977-1982). two regressions were run using the
abave independent vanables and (1) positive forecasting crrors (Value Line minus actual) and (2)
negative forecasting errors as the dependent variables.

During the 1971-1976 penod, the factors identified above cxplained 24% (adjusted) of the
vanation in the positive Value Line ersors and 13% (adjusied) of the varniation in ncgative Value Line
errors. The only factor significant at the 5% or better level was the percentage change in the payout
ratio. Increases in a firm's Ppayout ratio were sigaificantly assoctated with overestimates of earnings
(positive errors) made by Value Line analysts. This result is consistent with the support found for the
use of implied growth tech for forecasting future carnings. No factors were found to be
statiSucally significant explatning negative Value Line forecast errors duning the 19711976 period.

Durng the 1977-1982 honzon, the percentage change n the payout ratio again was associated
significanily with positive Value Line errors. In additon. there was a significant, posiive relationship
between buad downgradings and positve Value Line errors. Negauve Vulue Line errors were
sigmificantly associated with bond upyradings. There was also evidence that Value Line significantly
underestimated future carmings growth for firms with a hagh coelfictent of vanation of carnings.

In sum, this evidence suggests the Value Line carnngs forecasts adeguately consider each of the

B
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of changes 1n a firm’s dividend payoul ratio, m: effects o:
atili . Consequently, users ©
10 a lesser extent, the volatility of past earnings y v
bfmd m“ngdcail‘:l:%\fx;ljjn:c :varc of potenual biases in Value Line earmungs forecasts for ﬁtm;il':kc::
e nificantly their dividend payout policy, for firms likely to have a bond dowt;gra :cl\
o cm:’gcgi;scr the forrecast horizon. and for firms with listorically volaule ce;rm;rgs, Un orll:m:an bc
L ivi 4 d bond ranings 1s iself a difficult matter.

i dend payout ratios and bo gs '
fﬂfﬂ; S:ng'::‘:rngl:a:na?t:’;u:: l:cycxp]anamry variables examined were not generally srgmf;c?t:‘::
o !‘ (:l“wnh' each other. there were significantly posiive (+0.287 and +0.317) lc;ys;;c;s |I10d
;O:IC ::‘C downgsadings and nuclear construcuion dunng the l971~l9076b:nd 1977 md;n::md

- ife g —0.212 and —~0.170) between upg!

] -antly negative correlations (-0 A
‘“P‘CC“V‘:)“!::l::gl;‘:“%“';:‘;u;gcﬂgs that Value Line carmings forecasts were less rehabl;c(or !;mn:d w:!:
e icar ) i I support for this fact can inferr

i struction programs. Additional suppol .
. ;;c:::ln??hc 1977-1982 ume period, 62% (32 of 52) of the firms whose ear;ur;gs ;vlc::
poeni l(ed by Value Line. were involved with nuclear construction while only 37% (14 of 38} 0
a4 3
(f)::r::s::::r: Value Line underesumated carnings were nvoived with auclear construction.
1

factors identified above except the impact

8. Summary

tme honzons relative 1o extsapolauve {orecasung methods. 1t was clearly superior 1n forecasting the
1 fv P y Supx

tuated
ts that were among the best when eva

¢ ngs growth and provided forecas :

s st of aceurde mong, the extrapolauve models, implied growth and histoncal book

Value Line performed very weil in fo

using vartous tests of accuracy. A

f rowth rate models performed best. welln
“':':xcgrcsulls are from two specific past ume periods, but Value Line performed consistently

i rts the use of five-year Value Line carmings forecasts as an estimate
:;“::xrucr:og‘:'::;:cr:‘:::c:;cel‘::ﬁf‘)cost of cap;(gI' rate cases. dV:Iu: Line forecasts based on three and
O e o e aPP‘-'a" . ha;,cVZIs;:f‘;.'.l':t??;rﬁ:s?::m:s ;nlghl assist users to detect biases in

: 0-analysis 0 !
lh:l‘zlxsz‘:::o‘:z:::ln \hrsys!udy Value Line forecasts ovcrcs:n;ai?hiuh::d:::::ﬁ; ‘\:dhe: :::n:
d their payout rauos of if a firm's bonds were d_owngra ed. y eres ' e 2
"ﬂctf:S;‘mds wcprc upgraded or if a firm had very volatile carnings prior 10 the hpnndng o e
rg::casx horizon. As is true with all empirical studies, the rcfulls mai :;:::n(c;:l y“(:dtmz; ;nw:.;(rzmw
ume-periods studied. Additional work 1s needed 1o ascertain

applicable 10 other ndustries, ime-penods, and analyses.
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Predicting Long-term Earnings Growth:
Comparisons of Expected Return Models,
Submartingales and Value Line Analysts
M. S. ROZEFF

University of lowa, lowa City. lowa, U S.A.

ABSTRACT

This paper derives four-five year predictions of growth rates of accounting

carnings per share implicit in four expected return models commonly used in

financial research. A comparison of such growth rates with those produced

and reported by Value Line analysts and those generated by a submartingale k
. model revealed (he following: two expected return models --the Sharpe- ,
! Lintner -Mossin model and the Black model -were signilicantly more :
! accurate than the submartingale model, though not signilicantly more R
{ accurate than the other return models. However, the growth rate forecasts
provided by Value Line significantly outperformed all the other models
tested -—none of which relied on the direct input of a sceurity analyst,

KEY WORDS  Forecasting  Earnings growth  Comparisons  Empirical study
) Analysts  Value Line 4

! An exlensive body of literature evaluates the short-run (less than 15 months) earnings forceasts of
security analysts and time-scrics models.! The importance of this subject to accounting and

| finance is that a varicty ol applications such as lirm valuation, cost of capital, and cvent studies
require the measurement of earnings expectations. However, except for a recent paper by Moyer ef

! al. (1983}, litle work has been done to this point in studying long-run carnings forccasts.
Moreover, a potential source of earnings forecasts—expected return models—has been
{ overlooked. ;
1 This paper evaluates the accuracy of long-term forecasts of growth rates of annual earnings per N
, share. Six sources of forecasts arc used: a submartingale model, the Value Line Investment Survey, 3
and four expected rcturn models. Each expected return model is combined with the

Gordon Shupiro constant growth model. FFurther, certmn expected return models use the beta :

coefficient and, as such, lend insight into the usefulness of beta in a forccasting context,

The paper comprises three seetions. Section 1 describes the six forecasting sources and states the 3

! See Cragg and Malkicl {1968), Elton :\n) Gruber (1972), Barclictd and Comiskey (1975), Brown and Rozeff (1978}, Abdel-
khalik and Thompson (1977-78), Crichficld er al (1978), Givoly and Lakonishok (1979), Collins and Hopwood (1980),
Jaggi (1980), Elton ¢r al. (1981), Hopwoad er al. (1981), Fricd and Givoly (1982) and Imhofl and Pare (1982) for studics of
analyst forecasts and time-serics models. Sec Ball and Watts (1972}, Brooks and Buckmaster (1976), Albreeht et al (1977),
Watts and Leftwich (1977), Foster (1977). GrifTin (1977), Brown and Rozefl (1979), Lorek (1979), Hopwood and McK cown
(1981), Hopwood er al (1981) and Mancegold (1981) for studies of the time-series propertics of carnings.
0277-6693/83/040425 11501.10

@) 1983 hy John Wiley & Sons, Lid
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hypotheses. Tests of the hypotheses are presented in Section 2. Scction 3 ollers tentative
conclusions,

I FORECASTING SOURCES AND HYPOTHESES

This scction (1) describes how six sets of growth rate forccasts ol earnings per share are derived and
(2) discusses the formal hypotheses to be tested,

Submartingale model

Evidence that measured annual accounting income is a submartingale or some similar process can
be found in Ball and Watts (1972). Albrecht et al. (1977), and Watts and Leftwich (1977).?
Although measured (reported) annual carnings per share may not be precisely a submartingale, a
submartingale process is included because of its appearance in numerous studies as a benchmark
forecasting technique. Another reason for including the submartingale model is to compare its
forccasts to those reported in the Value Line Investment Survey. Such comparisons have been done
for forecusts of three to fifteen months (Brown and Rozell', 1978) but not forecasts of four to five
years,

The submartingale model (SUB). as used here, estimates the expected annual growth rate of
accounting carnings per share as the averape compound annual rate of growth of earnings per
sharc of the ten-yeur period preceding the test period. These historical growth data are obtained
from various issucs ol the Value Line Investment Surcey.,

Value Line forecasts

The Value Line Ivestment Survey (VL) contains forecasts of carnings per share made by the Value
Line sccurity analysts for time periods four to five years into the future. Afler adjustment for
capital changes, these forecasts, in conjunction with actual carnings per share in the base period,

- are converted 1o VL forecasts of a compound annual growth rate for each firm in the sample.

The importance of testing analyst forecasts is explained by Brown and Rozell'(1978). They argue
that since analyst forecasts are purchased in a free market they are likely to be informed forecasts
with a marginal value exceeding that of less costly forecast alternatives. According to this
reasoning, the VL forecasts should be more accurate than the SUB forecasts and those derived
from the expeeted return models (stated next).

Expected return model forecasts

A technique that has not previously been exploited to obtain earnings forecasts is o use expected
stock rate of return modcls in conjunction with the Gordon-Shapiro (1956) constant growth
model. This subsection shows how to extract earnings per share growth rate forecasts from these

models. First, the four expected stock rate of return models are explained. Secondly, the paper
proceeds to show how growth rate forecasts are obtained.

Four expected retirn models
The four models of how the market sets expected rates of return on sccuritics are:

(1) the comparison returns (CMR) model (Masulis, 1980 Brown and Warner, 1980).

(2)  the market adjusted returns (MARY model (Latane and Jones, 1979: Brown and Warner,

1980,
(3} the Sharpe -Lintner Mossin (SLM) model (Sharpe, 1964 Lintner, 1965; Mossin, 1966).
(4)  the Biack (BLK) model (Black. 1972).

P For cxample, Ball and Watts (1972, p 680) conclude: 'Consequently, our conclusion

-..is that income can be
characterized on average as a submartingale or some similir process.”

005198
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The CMR model assumes that the expected return on stock  at time T (E(R;;)) is an expectation
that is specific to each security. However, a risk parameter such as the beta coeflicient is not
explicitly included in the expected return calculation. Instead, the expected stock return at time Tis
measured as the arithmetic mean of the realized returns of the stock in a prior period. To the extent
that individual means of stock return distributions differ as a reflection of risk differences, the
CMR model allows lor individual dilferences in risk. This model (sce Masulis, 1980) has been
tested by Brown and Warner (1980) who found that it compared favourably with alternative
expected return models in delecting abnormal performance.

The MAR model states that the expected return on stock i at time T equals the expected return
on the market (denoted E(R,,;)), which is the same for all stocks. As for the CMR model. no beta
coefficient is used in calculating expected returns. However, unlike the CMR model, the MAR
model does not allow for individual risk dillerences among stocks, since all stocks are assumed to
have the same expected return, namely, the expected market return. To estimate expected market
returns, an arithmetic average of past returns on the cqually-weighted (Center for Research in
Securitics Prices) CRSP index is uscd.

The SLM modelisinfrequently referred to as the capital asset pricing model or CAPM . It is used
in its ex ante form:

E(Ryp) = Ryp + [E(Ryy) = Ry 1 H
where

R, =inlerest rate on a U.S. Treasury sccurity over the forecast horizon,
B = beta coeflicient of stock i expected to prevail over the {orecast horizon.

This study examines two annual growth rate forecasts over two non-overlapping horizons of five
years and four years. The five year forecast period is 1968-1972 and its base year is 1967, The four
year forecast period is 1973-1976 and its base year is 1972. In estimating expected returns using the
SLM model, R for the forecast period 19681972 is taken as the yicld-to-maturity on a five year
U.S. Government security as of December 1967. Similarly, for the forecast period 1973-1976, Ry
is the yield-to-maturity on a four year U.S. Government sccurity as of December 1972.3

E(R, ;) is estimated precisely in the same manner asin the CMR model, namely, as an average
over past realized market returns.

The beta coeflicients of individual stocks were cstimated in two ways. First, the expected beta
was measured as the historical beta coeflicient of the stock over the 84 months up to and including
month T. This beta was simply the covariance of the stock’s returns with the market divided by the
variance of the market’s returns over the sample period. Secondly, in an attempt to obtain a more
accurate estimate of the future expected beta, the tendency of betas to regress towards the value 1.0
noted by Blume (1971) was taken into account. The method for doing this is Blume’s method.*

The last expected return model is the BLK model. This can be stated in ex ante form (Black,
1972) as:

E(R.‘r) = E(Rm) + [E(R,\” ) — l':(R'/,l)lﬂ,' (2)
where E(R,;) is the cxpected return on the minimum variance portfolio whose return is

? Schaefer (1977) points out the pitfalls ol using yicld-to-maturity as & surrogate {or the interest rite on a nocoupon bond.
Livingston and Jain (1982) estimate the biases involved. Since for bonds of maturity four to five years, the coupon bias is
confortably small (of the order of ten busis points), the effect is neglected in this paper.

* For example, 1o adjust the betas computed over the 1961-1967 time period, the betas of all stocks on the CRSP file from
the 1954~1960 period were regressed on the betas of the same stocks from the 1947-1953 period. The resulting regression
cocfficients were then used to adjust linearly the 1961-1967 betas,

005199




428  Journal of Forecasting Vol. 2, Iss. No. 4

uncorrelated with the return on the market portfolio. Unlike R .y in the SLM model, £(R,;) is not
observable at time T. Historical returns are frequently used to estimate this model (Black er al.,
1972). When this is done, the BLK model can be written

E(Riy) =Yoo+ 7,1 (3)

7o and ¥, are arithmetic averages of monthly estimates of E(R,;) and E(Ry,) — E(R,;). The
estimation method of Fama and Macbeth (1973) was used to obtain the gamma estimates.’

The forecasting model can now be formulated by obtaining 7, and 7, as of time T and using these
as estimates of future gammas. The procedure is legitimate since Fama and Macbeth have shown
that the gamma variables are stationary and have autocorrelations that are essentially nil. \

Obtaining growth rate forecasts

Suppressing the time subscript T or simplicity, the expected return of security i according to ;
model jisdenoted E(R, ). Given the expected rate of return of security i from model J, each model’s \
cxpected growth rate of earnings per share will be extracted by assuming that cach firm possesses ‘\
investment opportunities which are expected to provide a constant rate of growth of earnings in ,
perpetuity. In other words, the ‘constant growth” model is assumed to hold lor each stock (Gordon

and Shapiro, 1956, Miller and Modigliani, 1961). !
Let g;, belirm i'srate ol price increase, g,, be its rate of growth ol dividends per share, and g, be i

its rate ol growth ol earnings per share. In the constant growth model, the expected rate of return

of sccurity 7 is given by: .

Po+D,—-r, D, P,=r
E(Ry=-—"1 0 _ it -0 v 4) :
Pi Py Py

where

: P, = random end-of-period price per share
! D,, = random end-ol-period dividend per share
P, = current price per share

D,y = current dividend per share,

Hence: )
Dn f)n =Py Dyl +gy)
w—— + — .
P T Py Py S )
Assuming g, = g,, = g;
Dol +g;)
\ B(R) ==~55 = 4 g (©) |

A key assumption to obtain the constant growth is that the firm's payout ratio of dividends from ‘
carnings is constant. This ensures the equality of the growth rates ol dividends, carnings, and price
per share. Violation of the constant payout ratio assumption occurs for a variety of reasons such as
a change in the firm's investment opportunities or a change in its linancing mix. To the extent that
the constant growth model fails to describe the firm's expected rate of return, the derived estimates
of g; will contain measurement crror which will bias the tests against the expected return models.

1 am grateful 1o Gary Schlarbaum for supplying these estimalcs.
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Since each expected return model estimates E(R;) by [{(R‘.’.), equation (6) can be solved to obtain
model j's implicit forccast of g;, denoted g;; or:
o I+ I)i()/l)i()
Hence, by estimating E(R;;) and observing the current dividend yield, a forecast by model j of the
firm s growth rate ol earning per share, g, is extracted.
Statement of hypotheses

The empirical results in this paper will be interpreted with reference to several hypotheses, which
are presented and discussed below:

Hypothesis 1. Expected return models that use ex amre information on stock beta
coellicients contain implicit earnings per share growth rate forecasts that are not more
accurate than the implicit earnings per share growth rate forecasts of expected return
models that do not use information on beta cocflicients.

The SLM and BLK models include beta information whereas the CMR and MAR models do
not. Rejection of Hypothesis 1 means thut the beta-based expected return models can be employed
to obtain forecasts ol earnings per share which are superior (o those obtained from the non-beta
stock return models. Assuming that earnings growth rates observed {or a future period reflect the
prices and the expected returns established at the start of the period, rejection of Hypothesis |
provides an indication that the market, in sctting expected returns, uses betas or their
informational equivalent as opposed to neglecting betas as the CMR and MAR do. -

Theforecasts of the expected return models can also be compared with the SUB model forecasts.
These compurisons provide a natural check on whether the expected return models combined with
the constant growth model are producing forecasts that are reasonably competitive with the
process which, al least approximately, generates annual carnings.

Hypothesis 2. Expected return models contain implicit earnings per share growth rate
forccasts that are not morce accurate than the forecasts of the growth rate of earnings per
share derived using the submartingale model of carnings.

A third test compares the forecasting ability of the VL model with the expected return models. If
the procedure used in this paper to extract forecasts from the expected return models was efficient
enough to extract forecasts that reflected all information available to the market, then the VL
model forecasts would not be more accurate than the expected return model forecasts. Since the
procedure used is clearly crude compared i the information processing of analysts, it is
anticipated that Hypothesis 3 will be rejected in favour of VL.

Hypothesis 3. The VL forecasts of the growth rate of earnings per share arc no more
accuralte than the earnings forccasts of the expected return models.

Finally, since the lengthy literature comparing analyst forecasts with those of time series models
is confined to short forecast horizons (see footnote 1), itis of interest to compare the VL forecusts
with the SUB forccasts over the long forecast horizons used in this paper,

Hypothesis 4. The VL forecasts of the growth rate of carnings per share are no more
accurate than the forecasts of the SUB model.

Rejection ol Hypothesis 4 in lavour of VL supcriority would provide lurther evidence ol'analyst
forecast superiority relative to time-series models.
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2. TESTS OF HYPOTHESES

Samples

Two replications of the experiment were conducted. In the first, time 7" was year-end 1967 and
forccasted carnings were for 1972, The first 253 firms (in alphabetical order) were selected from the
CRSP tape which met the criteria: (1) return data available during 1961-1967. (2) covered by
the Value Line Investment Survey as of December 1967, (3) December fiscal year; and (4) positive
earnings per share in 1967 and 1972. The second replication set 7 at December 1972, The sample
size was 348. The criteria were similar with the corresponding changes in dates, namely, return data
available during 1966-1972 and positive earnings per share in the base year 1972 and test year
1976.

The reasons for these eriteria follow. The requirement that a sample firm have return data on the
CRSP tape in the basc period aliowed computation of the firm's beta coellicient using this data
source. The firm had to be covered by the Value Line Investment Survey to ailow forecast
comparisons 1o be made. Use of the December fiscal year-end ensured that all six model forecasts
were based on comparable amounts of data relative to the fiscal year. Furthermore, the VL model
forecasts had to be conditional only on annuual carnings of the base year. The requirements of
positive earnings per share in the base and test years allowed for positive growth rates. (The
positive earnings criterion, as it turned out, was not binding in the first test period. In the second
period, ten firms were eliminated because of this criterion.)

Although it is unlikely that the sample selection procedures materially affected the outcomes of
the experiments, they did result in noticeably less risky sumple firms than the market as a whole.
The average beta for both samples was 0.85. As such, the test results may not generalize to the
entire population of firms.

Test procedures

Because January 1935 was the starting date for calculating the BLK model estimates, that date was
the starting point for most of the other return calculations, Thus, in estimating the CMR model, a
stock’s mean monthly stock return was found by averaging its returns over the history of the stock
available since January 1935. In estimating mean market returns, the averdge of monthly returns
was found over the time period beginning in January 1935, The market index was the equally-
weighted return index of all stocks on the CRSP tape. Finally, in estimating the gammas for the
BLK model, the monthly averages were also taken over the period starting in 1935.8

The SLM model requires risk-free returns and, for this purpose, yields-to-maturity on U.S.
Government Bonds of the relevant maturity were employed. The data source was Moody's
Municipal and Government Maral.

Let a; = growth rate of actual carnings per share for firm i and g;; = growth rate of forecasted
earnings per share for firm i by method j. In each test period, a vector of errors |a; — 8ijl = e;;may be
calculated for each method j, where ¢;;is the absolute value of the dilTerence between the forecasted
and realized growth rates. For hypothesis tests of two models, an appropriate design is a one-sample
or matched-pairs case with self-puiring by firmy. The members of cach pair are crrors, ¢;; fromthe
two models, which are reduced Lo a single observation by taking the dillerence in the errors. The (-
test is the usual parametric test of the mean dilference and the Wilcoxon signed ranks test is an
alternative non-parametric test of the median difference. Both tests were conducted. But since the
results were similar, only the paired r-test results are reported.

¢ All tests were also conducted using mean returns calculated over the most recent 84 months. The results were essentially
the same as those reported in the paper. If anything, the longer estimation period benefited the CMR model.
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Results
Table | contains summary statistics of the error distributions generated by the models when
regression-adjusted betas were employed.

The average of deviations, a; — g,;, was computed for all sample firms. Such deviations measure
the average bias of the forecast models. It appecars that, in period 1, all the models tended to
overforecast earnings growth. In period 2, the average deviation of the return models was slight,
whereas VL tended to overforecast on average. However, the fraction of firms overestimated by
VL (58.0 per cent) was quite close to the fractions for the other models. This suggests that the
sample average deviation for VL was heavily influenced by a few firms.

Table |. Summary statistics of error distributions*t

Error measure SuUB MAR CMR SLM BLK VL
Avcrage deviation ~0.001 -0.062  ~0.051 -0.049  -0.05] —0.046
MABE 0.115 0.112 0117 0.105 0.106 0.088
Period 1, MSE 0.046 0.032 0.034 0.031 0.031 0.018
1967-1972 RMSE 0.213 0.178 0.184 0.176 0.177 0.135
% Forecasts
overestimated 56.1 81.8 72.7 72.3 73.5 64.0
Average deviation 0.040 —0.002 0.012 0.011 0.008 ~0.030
MABE 0.146 0.140 0.147 0.137 0.137 0.118
Period 2, MSE 0.071 0.067 0.070 0.066 0.066 0.031
1972-1976 RMSE 0.266 0.258 0.265 0.256 0.256 0.175
% Forecasts
overestimated 47.2 58.9 53.4 52.9 53.7 58.0

* MAR = Market adjusted return; SUB = Submartingale: CMR = Comparison return; SLM = Sharpe-
Lintner~Mossin; BLK = Black; VL = Value Line.
T Based on adjusted betas for the SLM and BLK models.

The mean absolute error (MABE), defined as the sample average of |a; — g, |, better reflects the
overall forecasting performance of the models since it takes into account the average error size. In
period I, VL's MABE was lowcest at 0.088, followed by SLM and BLK at0.105 and 0.106, while the
other three models had MABE's between 0.112 and 0.117. Two other summary error measures,
which give greater weight to large devialions, are mean square error or MSE (the sample average of
(a; — g;;)*) and root mean squared error or RSME (the square root of MSE). Using these measures
of forecast accuracy, VL was most accurate followed by the four expected return models all of
which were more accurate than SUB.

In time period 2, VL had the most accurate forccasts. Using MABE, it again appears that SLM
and BLK had smallererrors than the CMR, MAR, and SUB models. Using MSE, all models other
than VL appear to have approximately equal forecast accuracy.

Table 2 contains the t-statistics (or all paired comparisons over both sample periods and using
both the historical beta and the regression-adjusted beta. In reading this table, a positive r-statistic
means that the model at the top has lower errors than the model at the side. Since the results are
very similar for both beta estimation methods, the discussion concentrates on the regression-
adjusted beta case.

In both sample periods. both the SLM and BLK models produced smaller errors at highlevels of
confidence than the two non-beta expected return models —MAR and CMR, Hypothesis | is thus
rejected. If one were attempting to gauge the market's expectation of future earnings growth via
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Table 2. Parametnc 1-staustics. comparisons of six model’s earnings prediction errors for two time periods*t

4% 4

Historical beta

Regression-adjusted beta

Junsnrnaoy fo (puanop

SUB MAR CMR SLM BLK VL SUB  MAR CMR SLM BLK VL
SUB — 0.59 -0.50 1.32 1.17 2,69t SUB — 039 -0.50 1.769 1.58;  2.69%
Period | MAR — - -1.70¢  1.749 1.37 3.2 MAR — —_ ~1.70% 493% 429t 3.72%
l967—l'977 CMR — — — 3.32¢ 3.00f 450 CMR — — — 4.35% 396 4.50;
T SLM — — — — -7.12% 3.06; SLM — — — — ~822; 274
BLK — — — — —_ 321 BLK — — —_ — - 2.88¢
SUB — 158 -040 2.88% 2.84; 2907 SUB — 1.58 —-0.40  2.78% 268 2.90%
Period 2 MAR — — —-225§ 2.38§ 248§  2.35§ MAR — — —2.258 3.06% 337 238
197”—-1‘976 CMR — — — 3.77; 3768 2.92; CMR — — 3.83% 32y 292
- SLM — — — — -0.59 1.86% SLM — — — — —1.60 1.93¢
BLK — — —_— — - 1.889 BLK —_ — — — — 1.963%

* MAR = Market adjusted return: SUB = Submartingale: CMR = Comparison return; SLM = Sharpe-Lintner-Mossin: BLK = Black: VL = Value

Line.

t A positive test statistic indicates superiority (lower forecast error) of model on top as compared with model on side: a negative test staustic indicates
superiority of model on side. Forecast error is mean absolute error (MABE).

t Significant at the 1 per cent level, two-tailed test.
§ Significant at the 5 per cent level, two-tailed test.
v Significant at the 10 per cent level, two-tailed test.

pON S Z 1o



M. S. Rozef] Earnings Growth 433

the market's expected rate of return and the revealed dividend yield, then one would be better ol
employing either ol the two models that use beta. The consistency of the results over the two test
periods strengthens the conclusion that usc of the beta cocflicient enhances the predictability of
expected rate of return and hence carnings growth.

To check on the efficacy of the procedure by which the expected return model forecasts were
extracted, those models were compared with the SUB model. For the non-beta models, the (-
statistics were less than ordinary conventional levels in both of the test periods. A comparison of
MAR against SUB produced r-statistics of ~0.50 and —0.40. These results indicate that
Hypothesis 2 cannot be rejected for the non-beta models, although the MAR model provided
slight indication of outperforming the SUB modcl.

Forthe SLM and BLK models, the t-statistics were positive and significant in both time periods.
A comparison of SLM against SUB yielded r-statistics ol 1.76 and 2.78, whereas in similar
comparisons, BLK yielded 1.58 and 2.68. This is reasonable evidence f'or rejecting Hypothesis 2 in
favour of the alternative hypothesis that SLM and BLK produce smaller errors than SUB. From
another point of view, this result is impressive: a relatively simple manipulation of the expected
return models, involving extrapolation of the expected market return and the stock’s beta
coefficient and subtraction of the stock's dividend yicld, produced earnings forecasts that were
more accurate than a well known time-series model of annual earnings. This interpretation
indicates that the SLM and BLK expected return models appear to capture an important aspect of
the market’s return generating mechanism, and that the forecast extraction procedure has
reasonable power.

The next hypothesis tests involve the VL forecasts. It is clear that Hypothesis 3 can be rejected at
high levels of significance. By wide margins, VL produced lower forecast errors than all the
expected return models, including the more accurate SLM and BLK models.

The last comparison, Hypothesis 4, evaluates VL against the TS model. In both samples, the
forecasts of carnings per share growth were statistically superior to those of the TS model. This
provides additional evidence that security analysts produce more accurate forecasts than time-
series models.

The results of the tests were quite uniform in the two time periods. The average analyst error in
forecasting the future annual growth rate for the following four to five year period tended to be
about 1.7 per cent below the errors of the SLM and BLK expected return models, whereas the
errors of the latter two models were about 0.7-1.2 per cent below the errors of the remaining
models, including the SUB model.

3. CONCLUSIONS

This paper has shown that expected return models commonly used in the finance literature contain
implicit forecasts of the growth rate of accounting carnings per share. For the comparison returns
model (CMR) and the market-adjusted returns model (MAR), the resulting forecasts were no less
accurate than a submartingale model. On the other hand, for the Sharpe- Lintner-Mossin (SLM)
and Black (BLK) models, the forccasts were significantly more accurate than those generaled by
the submartingale modcl.

Evidence that security analysts forecasts are morce accurate than those of less costly alternatives
is also provided. The forecasts of lour to five year growth rates of earnings per share produced and
reported in the Value Line Investment Survey were shown to be more accurate than all of the other
models tested-—none of which required the direct input of a security analyst.
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about 1.7 per cent below the errors of the SLM and BLK expected return models, whereas the
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implicit forccasts of the growth rate of accounting carnings per share. For the comparison returns
model (CMR) and the market-adjusted returns model (MAR), the resulting forecasts were no less
accurate than a submartingale model. On the other hand, for the Sharpe- Lintner-Mossin (SLM)
and Black (BLK) models, the forecasts were significantly more accurate than those generated by
the submuartingale model.

Evidence that security analysts forccasts are more accurate than those of less costly alternatives
is also provided. The forecasts of four to five year growth rates of earnings per share produced and
reported in the Value Line Investment Survey were shown to be more accurate than all of the other
models tested-—none of which required the direct input of a security analyst.
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Avista Corp. (AVA)

At 1:31PM ET: 17.71

$50 CASH BONUS +
EARN FREE TRADES ...
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Ameritrade Apex™

Historical Prices Get Historical Prices for: @:O]
SET DATE RANGE
§ A i "+ Daily
Start Date: ‘Jul - 1 2005 Eg.Jan 1, 2003 ‘"1 Weekly
End Date: Dec - 31 2005 0: Monthly
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First | Prev | Next | Last
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Date Open High Low Close Avg Vol Adj Close*
Dec-05 17.85 18.84 17.47 17.71 234,895 17.71
28-Nov-05 $ 0.14 Cash Dividend
Nov-05 17.53 17.96 16.76 17.65 262,585 17.65
QOct-05 19.40 19.55 17.01 17.82 325,928 17.38
Sep-05 19.44 20.20 18.11 19.40 190,552 19.25
23-Aug-05 $ 0.135 Cash Dividend )
Aug-05 18.10 19.61 17.80 19.44 188,830 19.29
Jul-05 18.63 19.36 18.10 19.04 166,915 18.75

* Close price adjusted for dividends and splits.
First | Prev | Next | Last
f’v‘ﬁ Download To Spreadsheet
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Bill Pay - Customize Finance

Portfolios [ manage - create ]
Quotes | Free trial of Streaming Real-Time Quotes
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$50 CASH BONUS +
EARN FREE TRADES
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Ameritrade Apex™

Historical Prices Get Historical Prices for:

SET DATE RANGE

| i iDalily

Start Date: Jul - 1 2005 Eg.Jan 1, 2003 i Weekly

End Date: Dec - 31 2005 @7 Monthly
i_+Dividends Only

First | Prev | Next | Last
PRICES

Adj
Close*

Dec-05 22.10 22.29 19.00 20.85 468,314 20.85
Nov-05 21.07 22.98 20.64 22.08 310,257 22.08

27-Oct-05 $ 0.225 Cash Dividend
Oct-05 23.58 24.36 20.56 21.20 211,938 21.20
Sep-05 22.99 23.96 22.10 23.58 175314 23.33
Aug-05 22.49 23.52 21.65 23.00 180,856 22.76

28-Jul-05 $ 0.225 Cash Dividend
Jul-056 21.60 22.58 21.00 2248 141,740 22.24

* Close price adjusted for dividends and splits.
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ADVERTISEMENT

http://finance.yahoo.com/q/hp?a=06&b=1&c=2005&d=11&e=31&f=2005&g=m&s=cnl 1/3/2006



DPL: Historical Prices for D P L INC - Yahoo! Finance Page 1 of 3
Yahoo! My Yahoo! Mail | e thseegsgg Search l
w .
YAHOO! FINANCE [ins foabaut Finance Home - Help

Portfolios [ manage - create ]
Quotes | Free trial of Streaming Real-Time Quotes

Enter Symbol(s):
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DPL Inc. (DPL)

Flat Rate *10.99
Internet equity trades ;\

Now at Ameritrade

Historical Prices Get Historical Prices for;

SET DATE RANGE

i~ Daily
Start Date: Jul - 1 2005 Eg.Jan i, 2003 /7 Weekly
End Date: Dec - 31 2005 '@+ Monthly
i~ Dividends Only

PRICES
Date
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Sep-05
11-Aug-05
Aug-05
Jul-05

First | Prev | Next | Last

Adj
Close*

25.76 26.40 25.10 26.01 868,366 26.01
$ 0.24 Cash Dividend

25.70 26.85 25.29 2555 775,428 25.55

27.81 28.19 24.33 2577 630,166 25.54

27.05 27.95 26.73 27.80 576,109 27.55
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27.50 28.34 26.43 26.99 695,873 28.75
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. i3 Daily
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PRICES
Date Open High Low Close Avg Vol Adj
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7-Dec-05 $ 0.25 Cash Dividend

Dec-05 16.99 17.34 16.21 16.32 475,257 16.32
Nov-05 16.64 17.35 16.10 16.95 456,609 16.70
Oct-05 17.25 17.59 16.08 16.69 455,671 16.45
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Sep-05 18.13 18.42 17.06 17.21 430,390 16.96
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Quotes | Free trial of Streaming Real-Time Quotes
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Flat Rate 10.99
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Now at Ameritrade

Historical Prices Get Historical Prices for: ,

SET DATE RANGE
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Start Date:  Jul -1 2005 Eg. Jan 1, 2003 "1 Weekly
End Date: Dec - 31 2005 '# Monthly
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Date Open High Low Close Avg Vol
Dec-05 20.44 21.25 20.32 20.33 158,080 20.33

28-Nov-05 $ 0.32 Cash Dividend
Nov-05 20.40 21.07 20.01 20.31 103,133 20.31
Oct-05 22.95 23.27 19.25 20.20 127,504 19.89
Sep-05 23.70 24.16 22.49 22.87 69,428 22.52
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Aug-05 24.20 24.41 22.30 23.75 87,465 23.39
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* Close price adjusted for dividends and splits.
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Bili Pay - Customize Finance
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Quotes | Free trial of Streaming Real-Time Quotes
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Now at Ameritrade

Historical Prices Get Historical Prices for: GO

SET DATE RANGE
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Start Date: Jul - 1 2005 gg'oéan L i~ Weekly
End Date: Dec - 31 2005 '@+ Monthly
- i+ Dividends Only

First | Prev | Next | Last
PRICES

Adj
Close*

Dec-05 23.68 23.88 22,60 22.80 731,652 22.80
Nov-05 23.80 24.20 22.50 2345 512,023 23.45
14-Oct-05 $ 0.29 Cash Dividend
Oct-05 25.34 25.95 22.80 23.85 655,476 23.85
Sep-05 26.12 26.69 24.82 25.19 542,323 24.88
Aug-05 27.90 27.92 25.65 26.22 826,478 25.90
14-Jul-05 $ 0.275 Cash Dividend
Jul-05 28.99 29.35 27.20 27.87 684,300 27.52

Date Open High Low Close Avg Vol

* Close price adjusted for dividends and splits.

First | Prev | Next | Last
fj"‘ll Download To Spreadsheet
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Quotes | Free trial of Streaming Real-Time Quotes
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Now at Ameritrade

Historical Prices Get Historical Prices for:

SET DATE RANGE

i+ Daily
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PRICES

Adj
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Date Open High Low Close Avg Vol
Dec-05 4717 50.07 46.73 48.99 1,087,504 48.99

3-Nov-05 $ 0.43 Cash Dividend
Nov-05 47.50 47.67 4578 46.96 1,571,028 46.96
Oct-05 52.13 53.36 45.94 47.50 1,813,542 47.06
Sep-05 51.16 53.00 50.35 52.12 1,240,533 51.64

3-Aug-05 $ 0.413 Cash Dividend
Aug-05 49.90 51.11 48.41 51.03 1,017,995 50.56
Jul-05 48.36 50.45 47.46 49.78 1,057,080 48.91

* Close price adjusted for dividends and splits.
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Bill Pay - Customize Finance

Portfolios [ manage - create ]
Quotes | Free trial of Streaming Real-Time Quotes

Quotes & Info Enetzr‘ i&tggo[\(;gl Symbol Lookup | Finance Searc
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$50 CASH BONUS +
EARN FREE TRADES .,
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Ameritrade Apex™

Historical Prices Get Historical Prices for: GO
SET DATE RANGE
| {1 Daily
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i1 Dividends Only

First | Prev | Next | Last

PRICES
Date Open High Low Close Avg Vol Ad;
Close*
15-Dec-05 $ 0.25 Cash Dividend

Dec-05 29.54 30.90 26.62 28.77 10,642 28.77
Nov-05 32.44 32.65 28.74 29.54 12,161 29.29
Oct-05 32.68 33.09 31.90 32.70 6,890 32.42
13-Sep-056 $ 0.25 Cash Dividend

Sep-05 30.55 33.03 30.50 32.93 6,504 32.65
Aug-05 29.37 30.75 28.75 30.35 5,808 29.85

Jul-05 29.44 30.00 29.10 29.40 3,680 28.92

* Close price adjusted for dividends and splits.

First | Prev | Next | Last
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ADVERTISEMENT
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Bill Pay - Customize Finance

Portfolios [ manage - create ]
Quotes | Free trial of Streaming Real-Time Quotes

QUOtES & Info Enet.egr. 3&'880',\(;;[ Symbol Lookup | Finance Searc
Hawaiian Electric Industries Inc. (HE) At 1:42PM ET: 25.96 4

Flat Rate *10.99
Internet equity trades 1;\

Now at Ameritrade

Historical Prices Get Historical Prices for: GO}

SET DATE RANGE

| {3 Daily
Start Date: Jul - 1 2005 Eg.Jan1,2003  {Ti\Weekly
End Date: Dec - 31 2005 '¢: Monthly
¢~ Dividends Only

First | Prev | Next | Last
PRICES

Adj
Close*

Date Open High Low Close Avg Vol
Dec-05 26.50 26.72 2565 25.90 220,333 25.90

17-Nov-05 $ 0.31 Cash Dividend
Nov-05 26.30 26.90 25.50 26.44 264,261 26.44
Oct-05 27.89 28.50 25.50 26.35 265,290 26.04
Sep-05 26.53 28.76 26.38 27.88 318,214 27.55

8-Aug-05 $ 0.31 Cash Dividend
Aug-05 27.00 27.81 26.21 26.51 265,878 26.20
Jul-05 26.81 27.77 26.51 26.93 222,780 26.31

* Close price adjusted for dividends and splits.

First | Prev | Next | Last

g
r"‘% Download To Spreadsheet
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Bill Pay - Customize Finance
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Quotes | Free trial of Streaming Real-Time Quotes

Quotes & Info En:zr‘ \S{z{!gg,ol/\(;g[ Symbol Lookup | Finance Searc
Northeast Utilities (NU) At 1:42pM ET: 19.55 &
$50 CASH BONUS +
EARN FREE TRADES .,
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Ameritrade Apex™

Historical Prices Get Historical Prices for:

SET DATE RANGE
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First | Prev | Next | Last

PRICES
Date  Open  High low  Close AvgVol A9
Close*
Dec05 1867 2025 1842 1960 1,737,876  19.69
29-Nov-05 $0.175 Cash Dividend

Nov-05 18.17 19.03 17.30 18.58 907,238 18.58
Oct-05 19.99 20.20 17.62 18.19 590,742 18.02
Sep-05 19.90 20.48 19.35 19.95 528,214 19.77
30-Aug-05 $ 0.175 Cash Dividend
Aug-05 21.58 21.95 19.52 19.92 501,956 19.74
Jul-05 20.90 21.74 20.41 21.58 633,840 21.19
* Close price adjusted for dividends and splits.
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Bill Pay - Customize Finance

Portfolios [ manage - create ]
Quotes | Free trial of Streaming Real-Time Quotes

Quotes & Info En;eg'j 3?83?‘,\(;%1 GO | symbol Lookup | Finance Searc
Pinnacle West Capital Corp. (PNW) At 1:53PM ET: 41.93 +
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Now at Ameritrade

Historical Prices Get Historical Prices for:

SET DATE RANGE

| ¢_+Dalily
StartDate: Jul - 1 2005 Eg.Jan1,2003 . i\WeeKly
End Date: Dec T 31 2005 ‘@ Monthly

¢~ Dividends Only

First | Prev | Next | Last
PRICES

Adj
Close*

Dec-05 41.64 43.33 41.05 41.35 475,019 41.35
Nov-05 4172 42.19 39.91 4149 536,438 41.49
28-Oct-05 $ 0.50 Cash Dividend
Oct-05 4408 44.97 39.81 4176 691,914 41.76
Sep-05 44.98 46.06 43.13 4408 463,076 43.54
Aug-05 4599 46.68 43.22 44.93 421,091 44.38
28-Jul-05 $ 0.475 Cash Dividend
Jul-05 4455 46.16 43.76 4580 482,740 45.23

Date Open High Low Close Avg Vol

* Close price adjusted for dividends and splits.
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!'1 Download To Spreadsheet
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Now at Ameritrade

Historical Prices Get Historical Prices for:

SET DATE RANGE

: "1 Daily
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First| Prev | Next | Last
PRICES

Adj
Close*

Date Open High Low Close Avg Vol
Dec-05 26.07 26.19 24 .15 2449 349,328 24.49
Nov-05 25.28 26.26 24.03 25.97 402,490 2597

28-Oct-05 $ 0.20 Cash Dividend
Oct-05 28.72 29.22 24.07 2535 585,171 2535
Sep-05 29.58 29.98 27.62 28.67 313,590 28.44
Aug-05 29.60 30.45 27.90 29.58 428,317 29.34

28-Jui-05 $ 0.20 Cash Dividend
Juil-05 28.94 29.85 28.24 20.39 598,780 29.15

* Close price adjusted for dividends and splits.

First | Prev | Next | Last

J
f“l’1 Download To Spreadsheet
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Bill Pay - Customize Finance

Portfolios [ manage - create ]
Quotes | Free trial of Streaming Reai-Time Quotes
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PPL Corp. (PPL) At 1:46PM ET: 29.76
350 CASH BONUS +
EARN FREE TRADES .,
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Ameritrade Apex™

Historical Prices Get Historical Prices for: ’

SET DATE RANGE

| | i1 Daily
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PRICES
Date Open High Low Close Avg Vol Ad;
Close*
7-Dec-05 $ 0.25 Cash Dividend

Dec-05 29.54 30.80 28.59 29.40 1,322,304 29.40
Nov-05 30.05 31.14 28.25 29.40 1,454,476 29.15
Oct-05 32.67 33.68 29.01 31.34 1,352,571 31.07

7-Sep-05 $ 0.50 Cash Dividend
Sep-05 31.95 33.51 31.55 32.33 1,485,819 32.05
25-Aug-05 2 1 Stock Split

Aug-05 61.65 65.12 30.81 31.96 1,800,608 31.21
Jul-05 59.55 62.14 59.50 61.58 1,664,390 30.07
* Close price adjusted for dividends and splits.
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'”“"1 Download To Spreadsheet
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THE SUPERIORITY OF ANALYST FORECASTS AS MEASURES OF
EXPECTATIONS: EVIDENCE FROM EARNINGS

LAwRrENCE D. BROWN AND MICHAEL S. ROzZEFF*

ACCURATE MEASUREMENT OF EARNINGS expectations is essential for studies of firm
valuation, cost of capital and the relationship between unanticipated earnings and
stock price changes. Under the rational expectations hypothesis [23]. market
earnings expectations should be measured by the best available earnings forecasts.
Univariate time series forecasts are often used for this purpose ({1]. {3]. [4]. [5), [12].
{13], [14], (16}, [18], [20]) instead of dircct measures of earnings expectations such as
security analysts’ forecasts. Univariate time series forecasts neglect potentially
useful information in other time series and therefore do not generally provide the
most accurate possible forecasts [24). Since security analysts process substantially
more data than the time series of past earnings, their earnings forecasts should be
superior to time series forecasts and provide better measures of market earnings
éxpectations.

However, the mere existence of analysts as an employed lactor in long run
equilibrium means that analysts must make forecasts superior to those of time
series models. To reach this conclusion, one need only assume that participants in
the market for forecasts act in their own best interests and that both forecast
producers and consumers demand forecasts solely on the basis of their predictive
ability.! Since analysts’ forecasts cost more than time series forecasts, the continued
employment of analysts by profit-maximizing firms implies that analysts' forecasts
must be superior to those of the lower cost factor, time series models.

Past comparisons of analysts’ forccasts lo sophisticated time series models
conclude that analysts’ forecasts are not more accurate than time series forecasts
(Cragg and Malkiel (CM) [9]; Elton and Gruber (EG) {I1]). This evidence plainly
conllicls with basic econonmic (heory. Ilence, the prediclive accuracy of analysts’
forecasts is re-examined in this paper. In contrast with other studies, the results
overwhelmingly favor the superiority of analysts over time series models.

Part 1 considers stalistical tests and experimental design. Part [I contains the
empirical results. Summary and implications appear in Part [H.

* College of Business Administration, The University of lowa, lowa City.
1. We assume that forecast purchasers do not derive nonmonetary benefits from forecasts.
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I. EXPERIMENTAL DESIGN

A. Suatistical Evaluation of Forecast Methods

Without direct information on the costs of imperfect forecasts to forecast users,
comparative forecast accuracy is usually evaluated by comparing the error distribu-
tions of different forecast methods statistically. However, statistical comparisons in
past studies ([9], [11]) utilize test statistics improperly, particularly Theil's U [25]
and Student’s ¢. In this section, after discussing the defects of these statistics for
evaluating two or more forecast methods, the allérnative statistical methods used in
th%ﬂdy are introduced.?

Theil's U-statistic (applied to earnings) is the square root of

T . . 2
2 (Pij:"An

[

Uj= T
Al
=]
where ,‘_ii,zchange in actual earnings per share of firm / from (—1 to ¢,
P,J,==predicted change in earnings per share of firm i from t—1 to ¢ by
forecast method j, and
T =total number of time series observations.

For its computation, it requires rime series data on a [irm's earnings changes.’
Given forecast method j and earnings time series data on firm i, Theil's U
compares the {orecast accuracy of method j to that of a naive, no change, earnings
forecast model.*® Since analysts’ earnings forecasts are currently available only in
short time series, use of Theil's U for comparative forecast evaluation necessarily
relies on small samples.® Larger sample sizes are possible by testing forecast
methods on a cross-section of firms. Finally, no procedure is available with tests of
significance which uses Theil’'s U to compare two forecast methods when neither is
a no-change method. Direct hypothesis tests are preferable to inferences drawn
from ranking the U staltistics of dillerent forecast methods. )
For hypothesis tests of two forecast methods, an appropriate design is a one-
sample or matched pairs case with self-pairing by firm. The members of each pair

2. Past studies also contain experimental biases: CM compare analysts’ five-year forecasts with
realizations over three and four-year horizons; EG compare analysts' forecasts with the “best™ of nine

time series models selected from the same time pefiGd i Which comparisons with analysts’ forecdsts are

made, This procedure InlroUUTEYeX post selection bias.
. EG computed “Theil’s U i rather than changes. This statistic has unknown

sampling properties.

4. Py, = A, and U;=0il prediction is perfect in every period. If no change is predicted in each period
(i.e., Py =0), Uy=1,0< Uy <1 il prediction is less than perfect but better than_the no-change prediction
and Uy > 1 if forecast mel{mdj is less accurale than the no-change prediction.

5. CM used cross-sectional rather than temporal data. This “Theil's U™ statistic has unknown
sampling properties beciuse each error is drawn {rom a different error distribution, one for each firm.

6. EG's sample size in computing Theil's U varied between two and six.

-
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are the errors from the two methods; the matched pair is reduced to a single
observation by taking the difference in the errors. The usual parametric test of the
mean difference is the paired r-test [17]. An alternative non-parametric test of the
median difference is the Wilcoxon Signed Ranks test [8].

The parametric paired (-test is inappropriate for testing mean error differences of
forecast methods applied to cross-section earnings data. If applied to error mea-
sures stated in level form (e.g., | P, — 4,l, where P,,==f1rm szE)‘rEEEEEE'd'?rmngs
per share lor period by method j and A, =firm i’s actual earnings per share in
period 1), the test's assumption that paired differences are drawn from the same
population is violated since each error dillerence depends upon each firm's
earnings per share level. IT applied to error measures stated in ratio form (e.g.,
[P—’-‘A;’U”[?i‘t)’mtnbulmnal assumptions of the palred t-test are also unlikely
to be fulfilled since ratio measures apphed to earnings per share data are

dommated_lg‘y_gu_thﬁm_bemwl__eg_mmgs per share are lose to zero.’

Meaningful pairwise comparisons require test statistics which are insensitive to
error definition and outliers. We adopt the Wilcoxon Signed Ranks test which
meets these requirements and has power comparable to the parametric paired -test
[8, p. 213}

For tests of several forecast methods, the generalization of the paired_1-test,
two-way analysis of variance, is inapplicable.? mﬁﬁ‘m&h is
based— o TWo-wayamatysis—of—variarce—by ranks and is independent of error
definition, is used instead. T

For an error measure, we choose relative error ignoring sign, |Pj;, —4,|/|4,|,
metric which is likely to be of interest to forecast purchasers.” In any event, the
Wilcoxon test statistic is insensitive to error definition (see fn. [6).

B. Forecast Horizon

Because economic theory provides no guidance concerning the association of
analyst superiority with a particular forecast horizon, several horizons should be
investigated.'® Our choice of horizons reflects the following considerations: (i)
micro-level information obtained by analysts often concerns earnings of the follow-
ing several quarters or fiscal year; (ii) current fiscal and monetary policies affect
edrnings ol the subsequent one 1o five quarters; (iii) published f forecasts are
available mainly for short horizons. We thus investigate point estimates of quart-
erly_earnings per share for forecast horizons of one to five quarters, We also
examine annual earnings forecasts. The basic time series data are quarterly primary

7. EG’s cross-section paramelric f-test is inappropriate, Their use of an error measure stated in terms
of levels squared (mean square error) appears to compound the inherent difficulty in applying the paired
{-test to cross-section earnings data (see fn. 16).

8. Preliminary tests indicated serious violation of the homogeneity of variances and additivity
assumptions, basically becausc of error outliers. Violation of the ANOVA assumplions also prevents
application below of a factorial design with sample year and forecast horizon as factors, forecast
method as treatment and firm as replication,

9. For a discusion of the deficiencies of using |P,| or [Pyt A,|/2 in the denominator see [25).

it

10. The forecast horizons studied in the past have been five years (CM) and one year (EG)
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earnings per share before extraordinary items, adjusted for stock splits, stock

movin;

dividends and other capitalization changes for the years 1951-1975. fitted
Ex ante conditional predictions of all forecast methods are determined as {ollows class ¢
for a sample of 50 firms for each of the four years 1972-1975. Starting with third m?gﬂ
quarter 1971 earnings (I11/1971), conditional earnings per share predictions for the a sea
ith firm by the jth method are obtained for the individual quarters of 1972. The @
: forecasts of 1972 quarterly earnings, conditional on II1/1971, are denoted literat
P,j(]/1972]lll/l97l) P,(H/l972 [1I1/1971), U(III/1972|III/I97I) and —X;

P;(1V/1972]111/1971). Moving ahead one quarter, predictions are again obtained since
for each of the four quarters of 1972 made conditional upon 1V/1971 earnings : accur:

[} data. Again moving ahead one quarter, predictions are obtained for the last three firms
v quarters of 1972 conditional upon knowledge of 1/1972 earnings, etc. Table | exper
shows the set of 1972 predictions so obtained. With these conditional predictions, time

relative forecast errors ignoring sign are computed for each forecast methodj over -7 BT
five distinct quarterly forecast horizons for use in the quarterly error comparisons.

estim
Annual earnings forecasts for 1972 are the sum of the forecasts Py (1/1972] are U
IV/1971), Py (Il/l972]lV/l97l) P, (III/I972!IV/197!), and P, (IV/1972| Surve
IV/1971), thal is, the one to four penod ahead pomt forecasts made conditional fore
upon knowledge of the prior year's fiscal earnings.!" After obtaining analogous Tc
forecasts for the years 1973, 1974 and 1975, quarterly and annual comparisons are the {
repeated for these years. Wé
€
! TABLE | time
l SumMMARY OF PREDICTIONS BY FORECAST HORIZON FOR 1972*%
1 Quarter Ahcad 2 Quarters Ahcad 3 Quarters Ahead 4 Quarters Ahead 5 Quarters Ahead®
P1/1972|1V/19T1)  P(1/1972[111/1971)
PLAI/ST2IN/1972) P (11/1972]1V/19T) (1171972111 /1971)
PLQI/19T2101/1972) P (IIZ1972{1/1972)  Py(LI1/1972]1V/1971) P, (111/1972]111/1971)
P IV/I9T2{UN/19T2) P (IV/I92)11/1972) P, (IV/1972{1/1972)  P,(IV/1972|IV/1971)  P(IV/1972{111/1971) Sea
* Predictions missing from the table (e.g.. 2, (1719721171971, P, (H/l972|ll/197t) are absent because our source of ' . per
analyst data does not contain these forecasts. cha
i and j refer to firm i and method j, respectively. : for:
©Five quarter ahead are available for BJ and ¥ only. . yeo
C. Time Series Models and Analysts’ Forecasts to
Within the class of univariate time series models, Box and Jenkins (BJ) [6)
models are highly regarded for their ability to make the most efficient use of the ‘ |
! time series data. The BJ modelling technique enables one to select the most un
appropriate time series model consistent with the process generaling each firm’s i :
i time series of quarterly earnings per share data. BJ models, by not making a priori ‘ ide
; assumptions about the processes generating the data, subsume autoregressive, 4 me
¥ - au
H . co
11. Beaver [1] concludes that a quarterly approach to predicting annual earnings is at least as good as ‘ fo:
an annual approach to predicting annual earnings. Also see [7], [19] and [22] for other aspects of the ! BJ
i usefulness of quarterly earnings per share data. 1 or
3

M
i

p!
k-
.
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ek moving average and mixed models as special cases.'? Forecasts of individually v

) fitted BJ models should, therefore, perform better than forecasts of a particular
follows class of time series models applied to all firms’ time series data. Wg adopt the BJ
h third modelling technique in this paper. Two other time series models are also included, A
for the a “Seasomat Tarungate~T{denoted M) and a “seasonal submartingale” (S). These el
2. The nfodels have been used as standards of comparison in the earnings forecast
*noted literature and are available Jor forecast producers and users at minimal cost.
) and ~As a source of analysts’ Torecasls we choose (he Value Line Investment Survey
‘tained since it contains one to five quarter ahead earnings forecasts which can be
‘Tnings accurately dated and measured. Value Line makes earnings forecasts for 1,600
* three firms in contrast with institutional research firms which provide fewer, more
tble 1 expensive forecasts. Our hypothesis test thus compares a relatively sophisticated
‘tions, time series model with an “average” source of analysts’ forecasts.
/ over BY conditional forecas(s are oblained by slandard methods after identifying and
isons. estimating each firm’s appropriate model [6].'* Value Line’s conditional forecasts
1972| are taken directly from individual issues of the Value Line Investment Survey. The
1972 Survey, published weekly, makes quarterly earnings predictions four times a year
tional for each firm included.
gous To define conditional forecasts of the naive models for each firm i, let 4;, denote
'S are the rth actual quarterly earnings per share for firm i, where t=1,...,96 (I/1951-

1V /1974).
Seasonal submartingale (S) conditional one to four quarter ahead forecasts at
time ¢ are

one quarter ahead Ayt (Ay—A;,.a)
ead* two quarters ahead A, _,+(A4;,— A, .4) i 3
three quarters ahead A, _,+ (A, —4;,_4)
four quarters ahead A, +(A,—4,..).
H/1971)

— Seasonal martingale (M) conditional one to four quarter ahead forecasts made in
source of period f are A4, _,, A,,_4 A1, and A,. M’s forecasts for a given quarter do not ;
change as actual earnings per share data become available. § modifies M’s !
forecasts with the change of the latest period's quarter over that of the previous .
year,
Actual quarterly earnings data are announced for most firms approximately five
[ to six weeks into the subsequent quarter. Time series forecasts then become
6]
the
st 12. The ad hoc time series models used in previous studies at a time when BJ techniques were k
n’s unavailable are special cases of BJ models.
i 13. Recent research by Froeschle [15] and diagnostic tests of Dent and Swanson [10) were helplul in -
e identifying the BJ models in addition to the standard diagnostic tests. As an aid to identifying the BJ !
’ models, most of which had multiplicative seasonal components, theoretical autocorrelation and partial
autocorrelation functions for many quarterly multiplicative seasonal models were obtained. The
coelficients of the BJ models, estimated with data through 1V /1974, were not.re-estimated with less data
as for earlier periods or more data for later periods. Foster [13} has shown that coelficient re-estimation of
he BJ quarterly earnings models is unnecessary due to its negligible effect on forecast errors. In any event,

- our procedure (no re-estimation) favors BJ in nearly all comparisons with Value Line.

005212
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possible and Value Line forecasts are published, on average, forty to fifty days
later.'

The pattern of forecasts for all models is summarized in Table |. Note that
models M and § are not used o generate five quarter ahead forecasts.

II. EmpiricaL RESULTS
A. Sample Selection

e s

Fifty firms were randomly selected from Moody's Handbook of Common
Stocks. Each firm has complete quarterly earnings data available from 1951, is
included in the Value Line Investment Survey since 1971 and has a December
fiscal year. The resulling sample (Appendix A) is representative of the New York
Stock Exchange firms included in Moody's and Value Line. Utilities were excluded
due to insufficient quarterly earnings data. Sample sizes are reduced in those rare
instances when the Value Line conditional forecasts are unavailable,

\ces whep v Teme R ™

\vmm?‘

B. Annual Comparisons

The error distributions of relative annual forecast errors are shown in Table 2 for
each of the years 1972-75 using the four forecast methods, seasonal martingale
(M), seasonal submartingale (§), Box-Jenkins (BJ) and Value Line (V). Table 2
also contains Friedman test statistics (Chi-square with 3 degrees of freedom) and
Wilcoxon test statistics (Student’s ¢ with N~ 1 degrees of freedom where N is
sample size). The Friedman test statistic examines the null hypothesis that all four
error distributions are identically distributed; the Wilcoxon statistic tests the null
hypothesis that the median error difference of nvo methods being compared
exceeds zero.

Using the Friedman test, the null hypothesis is rejected at the 1% level in 1972,
1973 and 1975, In the 12 pairwise hypothesis tests of V's errors against those of M,
S, and BJ, the sign of the Wilcoxon test statistic favors Value Line in every
instance. Statistical significance occurs 8 times; 6 times at the 1% level and twice at
the 5% level. Thus, V generally produces smaller annual errors than the three time

series models suggesting that Value Line annual earnings forecasts are superior to
those of time series models.

As argued earlier, BJ forecasts should be superior to forecasts of ad hoc time
series models. The annual comparisons show that the BJ models generally yield
smaller forecast errors than the other time series models studied. In 8 comparisons
with M and §, the Wilcoxon test favors BJ 7 times with statistical significance 3

' times. These findings suggest that BJs forecasts are superior to those of ad hoc
naive time series models,

While the annual results provide strong support for the hypothesis of analyst
superiority, they use only a fraction of the data. More powerful tests are achieved
using the larger sample sizes of the quarterly data and many more comparative
tests can be performed with these data. We turn next to quarterly comparisons.

e e St AR

14, The time interval from announcement to forecast varies from approximately 7 to 70 days for our

sample lirms. The fact that the Investment Survey, published in 13 instaliments, makes forecasts for
different firms each week accounts for the variation.

e g et
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days ’ TABLE 2
\'; WILCOXON AND FRIEDMAN TEST STATISTICS AND ERROR DiISTRIDUTIONS, ANNUAL
L CoMPARISONS OF VALUE LINE AND TIME SERIES MODEL PREDICTION ERRORS, 1972-1975¢
1972
Error Distributiond
05~ J0- 25— 50~ 75—
<.05 .10 25 .50 75 1.00 >1.00
M 3 7 14 17 4 3 2
ron s 1 6 12 10 3 1 7
. IS BJ 10 6 12 12 4 1 5
ber v 13 7 17 12 0 0 1
rk
led SAMPLE SIZE =50
Ire Friedman Statistic=27.10*
Wilcoxon Statistics®
S BJ v
M -.55 24 4.46*
S 46 3.50*
or BJ 3.45*
le
2 1973
d Error Distributiond
is 05~ 10— 25=- S50 - 75~
” <.05 10 25 .50 75 1.00 > 100
11 M 2 6 16 18 6 0 2
_ § " 8 14 9 4 1 3
1 BJ 8 6 15 16 3 0 2
v |10 9 13 16 0 0 2
, SAMPLE SIZE = 50
, y Fricdman Statistic=33.19*
H Wilcoxon Statistics®
S BJ v
M 315 2514 461
s - 1.89" 0.34
BJ 2170
1974
Error Distribution?®
.05 - 0= 25— S0- 15—
<.05 .10 25 50 75 1.00 > 1.00
M 8 6 12 I5 4 1 4
S 12 3 11 12 6 2 4
BJ 5 8 16 13 4 0 4
vV 6 7 5 13 5 0 4
SAMPLE SIZE=50
Friedman Statistic = 4,68
Wilcoxon Statistics®
s BJ Vv
M -.21 237 2.23%
A 1.24 1.44
0.61
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TABLE 2 (continued)
1975
Error Distribution¢ o

05— 10— 25- 50— 75~ ;

< .05 10 25 .50 a5 1.00 >100 ;

M 4 7 13 10 2 3 1 '

S 3 5 12 7 9 4 10 ‘Z

B 7 3 13 12 2 3 10 .

14 7 5 18 5 3 3 9 i
SAMPLE SIZE =50 1 e
Friedman Statistics = 12.84% <
Wilcoxon Statistics® i F4
A) BJ v | -
M - 1.77° 0.86 3.29* - ;
S 2.99* e ! >
BJ 128 , w
e v
* Significant at the 1% level, one-tailed test. : 1 : é
bSignificant at the 5% level, one-tailed test. e %
. ¢V = Value Line, M =Scasonal Martingale, S = Seasonal Submartingale, BJ = Box-Jenkins. k %
H dEach entry below designates the number of observations for a given model whose relative error ‘3" ©
P ignoring sign is within the stated fractiles. i !

¢Each Wilcoxon test statistic below resulls [rom comparing the method at the top with the method on
the side, Thus, positive Wilcoxon statistics indicate superiority of model on top.

e o
Qi SO

C. Quarterly Comparisons

TABLE3

In each year, 1972 to 1975, quarterly {orecasts are obtained for the forecast
methods in the manner shown in Table l. Relative forecast errors of all four
methods are, compared over 1-4 quarter forecast horizons; BJ and ¥ are also
compared over 5 quarter horizons. In each of the four years, sample sizes are
approximately 200 for the 1 and 2 quarter ahead comparisons, 150 for the 3 quarter
ahead comparisons, and 100 for the 4 quarter ahead comparisons, Test results over
all horizons appear in Table 3 and are summarized in Table 4.

With minor exceptions (3 and 4 quarter horizons in 1974), the Friedman statistics
are highly significant when the four methods are tested as a group; the null
hypothesis of identically distributed distributions is rejected in 14 of the 16
Friedman tests. Using Wilcoxon test statistics, ¥'s errors are tested pairwise against
M’s and S’s errors 16 times each and against BJ's errors 20 times. The resulting 52
hypothesis tests of ¥ against M, § and BJ are summarized in Table 4A. In the 34
instances of significant Wilcoxon test statistics, V is statistically superior 33 times.
In the remaining 18 tests, the sign of the r-statistic favors ¥ 12 times. In total, ¥ is

favored 45 times out of 52, revealing an overwhelming dominance of ¥ over the
time series models.

The data are also summarized in Table 4 by the mean Wilcoxon t-value (1), the
estimated standard deviation of the mean f-value (s()) and the ratio 7/s(7). The
latter ratio is itsell a f-statistic only if each f-value being averaged is drawn from
the same distribution. Since the distribution of r-values is likely to depend upon the
horizon, model and/or year that the experiment is conducted, we refrain from

005215
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' TABLE 3
WILCOXON AND FRIEDMAN TEST STATISTICS, QUARTERLY COMPARISONS OF VALUE LINE AND
- Time SERIES MODEL PREDICTION ERRORS, 1972197554
Forecast Horizon
One Quarter Two Quarter Three Quarter Four-Quarter Five Quarter ~
s BJ v s BJ v s BJ v s BJ v v ;
M 214 6.87* 8.15 079 541* 687 ~1.09 2,50 577 -3.09* 141  5.22° — S
1972 § — 4.62*  525* - 4.62* 5.57* — 3.03* 5428 - 3.38* 5.30* — 3
B} - — L7sb — e 2512 — — 409 — 3.93* 3. g
Sample Size =200 Sample Size =200 Sample Sizz= 150 Sample Size=100  Sample Size= 50 )
Friedman Stat.=73.45*  Friedman Stat.=60.54" Friedman Stat.=4].14* Friedman Stat.=43.43* <
s BJ v S BJ v S BJ v s BJ 14 v >
M 8.02* 8.98* 10.66* 5.81* 6.41* 8707 4812 3.52 6.31* 255 1.69° 4.63* — é
1973 § —  —060 1.62 — —183% 104 — =357 -0.02 — -159 104 e i
Bl — —_— 248 — — 3.47* e — 334 — 279 1.66 )
H Sample Size =199 Sample Size =200 Sample Size=150 Sample Size= 100 Sample Size=30 3
L - Friedman Stat.=173.51* Friedman Stat.= 119.91* Friedman Stat.=75.22* Friedman Stat.=29.12* ]
’ S S BJ v s BJ v Ry BJ v s BJ v v 2
. M 335 6.29* 6.19* 0.84 4.88* 3.78* -0.25 2.59* 129  -2.69* 141 029 —_ 3
1974 S — 234 295* — 231° 150 — 1.53 0.97 —_— 2.67* 2.80° — z
S BI. —  — L6 — — -145 - -l — — ~092 = -220° 2
EO T Sample Size= 199 Sample Size= 199 Sample Size= 149 Sample Size = [00 Sample Size=50 E
Friedman Stat.=47.57*  Friedman Stat.=22.63* Friedman Stat.=5.40 Friedman Stat.=2.92 3
S BJ 14 S BJ 14 s BJ v s BJ 14 v &
M 207 5.76* 8.22* -2.64* 3.63* 529* -—449* 293* 295* 489* 078 —0.05 — :’
1975 § _— 4700 6360 — 6.02* 6.14* —_ 6.13% 5.14* —_ 362* 328 — =
- BS — — 3510 — — 1.62 —_ — -0.22 — —_ 0.08 045 2
Sample Size =199 Sample Size=199 Sample Size=149 Sample Size = 100 Sample Size=50 g
Friedman Stat.=80.32*  Friedman Stat.=44.49* Friedman Stat. =33.25 Friedman Stat. = 15.66° g
[>4

*Significant at the 1% level, one-tailed test.

bSignificant at the 5% level, one-tailed test.

¢ V= Value Line, M =Seasonal Martingale, S = Seasonal Submartingale, BJ = Box-Jenkins.

¢Each Wilcoxon test statistic entered in the table results from comparing method at the top with method on the side. Thus,
positive Wilcoxon statistics indicate superiority of model on top.
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TABLE 4

SUMMARY OF WiLCOXON TeST COMPARISONS

A: Value Line vs. Time Series Models*

Total 1Q

Forecast Horizon
3Q 4Q 5Q M S BJ

Forecast Mode!

Number of Comparisons 52 12
Companisons Favorable to ¥® 45 12
Comparisons Statistically

Favorable to V¢ 33 10
Compansans Statistically

Unfavorable to ¥ ! Q
Mean Wilcoxon Test

Statistic (1) 325 4386
i/s(rf 8.27 545

12 12 4 16 16 2
9 16 3 15 15 15

7 7 1 i3 10 10

0 0 1 0 0 I

375 283 237 36 527 340 151
381 372 67 565 624 348

B: BJ vs. Naive Time Series Models

Forecast Honzon Forecast Model

Total 1Q 3Q 4Q M S 1972 1973

Number of Comparisons 32 8 8 8§ 16 16 8 8
Comparisons Favorable to BJ®* 27 7 7 6 15 12 8 4
Comparisons Statistically

Favorable to BJ¢ 24 7 6 4 13 1 7 4
Comparisans Statistically

Unfavorable to BJ 2 0 ! 0 Q 2 0 2
Mean Wilcoxon Test

Statistic (7) 3.5 487 393 233 148 397 234 398 163 3.00
/sy 637 470 4.16 241 225 6.23 325 645 105

L1TS00

* ¥V =Value Line, M =Seasonal Martingale, S =Seasonal Submartingale, BJ =Box-Jenkins.
®Comparisons are favorable if Wilcoxon statistic in Table 3 is positive.

“Comparisons are statistically favarable if Wilcoxon statistic in Table 3 is positive and significant at the 5% level or

better.

4Both 1 and 5({) are computed using the number of comparisons in each column of the Table.
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hypothesis tests on 7 and present 7 and 7/s(7) without formal tests of significance.
For the 52 comparisons involving V, the mean Wilcoxon test statistic is 3.25 and 3
1/s(1)is 8.27.
Table 4A also decomposes the 52 comparisons of V with the time series models
by forecast horizon, model and year.'” The data show that Value Line's forecast R
superiority holds over all horizons studied with a tendency for its superiority to R
decline as horizon lenpthens, V's predominance model-by-model is. as hypothe-
sized, quite evident with somewhat less superiority over BJ than over M and S.
Turning our attention to the 20 comparisons between V and BJ, V is superior in 10
of 1] cases in which the test statistic is significant. In 5 of the remaining 9
comparisons, the sign of the Wilcoxon test statistic favors V. For completeness,
Table 4A summarizes Wilcoxon tests by year. Again we expect V 10 be superior, on
average, but have no hypothesis concerning particular years. Comparisons unfavor-
able to V tend to be conlined to 1974, but even in this year, 4 of the 5 statistically
significant comparisons favor Value Line.

In summary. the evidence strongly supports the hypothesis that Value Line
consistently makes significantly better predictions than time series models. The
statistically significant experiments overwhelmingly favor Value Line. In the re-
maining experiments the majority of the Wilcoxon tests also favor Value Line,
providing additional support {or the hypothesis of analyst superiority.

Table 4B summarizes the 32 comparisons of BJ with the naive time series
models. The mean Wilcoxon lest statistic is 3.15 and 7/s(/) equals 6.37. In 26 cases,
there are significant differences with Bl statistically superior 24 times. BJ is
superior to M and S in 3 of the remaining 6 comparisons. Hence, BJ is favored in
27 of 32 comparisons, providing strong support for the hypothesis that BJ predicts )
earnings better than ad hoc time series models.

Table 4B also summarizes comparisons involving BJ by horizon. model and year.
BJ's superiority over the naive models is clearly evident over each forecast horizon
with a tendency for its superiority to decline as horizon lengthens. In comparison

to individual models, BJ outperforms both M and § with somewhat less dominance
over S. Turning to comparisons by year, the superiority of BJ is consistent over
time, with most of the comparisons unfavorable to BJ occurring in 1973. Even in
this year, the mean Wilcoxon test statistic is 1.63 and 4 of the 6 significant

comparisons favor BJ.'¢
In conclusion, the quarterly and the annual comparisons provide convincing

evidence both of Value Line's superiority over each of the three time series models
and BJ's superiority over the naive models. The quanterly results also show that Vs
superiority over the time series models and BJ's superiority over the naive models :

15. The decomposition is an alternative to analysis of variance which is inapplicable to the crror
distribution (see In. 8).
16. As noted carlicr, the Wilcoxon tests should be insensitive to erior definition, Wilcoxon test i
statistics were recomputed on annual and sclected quarterly comparisons using three additional error
measures, mean square error, root mean squarc crror and relative error squared. The small changes in
the test statistics left the results virtually unchanged. Parametric r-tests were also applied to the four
error measures, Both the sign and magnitude of these test statistics were highly sensitive to error
definition. The hypothesis tests using the parametric r-test most often gave results in disagreement with
the Wilcoxon test when mean square error was chosen as the error definition. This may account for

EG's results differing {rom ours.

005218




P

12 The Journal of Finance

are not confined to particular models, horizons, or years, The very general
character of Value Line's superiority in predicting earnings, evidenced over all
models, horizons, and years in 64 separale hypothesis tests involving sample sizes
averaging 125, lends extraordinary support to the hypothesis of analyst superiority.

D. Further Analysis

The superiority of Value Line over time series models follows from the rationai
behavior of forecast producers and consumers and should be generalizable to other
sources of analyst forecasts and other time periods. As a preliminary test of the
sensitivity of our results to choice of analyst, we obtained predictions of 1975
annual earnings per share made by the Standard and Poor’s Earnings Forecaster
(5P) for each firm included in the 1975 annual earnings sample.!” Wilcoxon tests of
SP against M, S, and BJ favored SP, yielding s-statistics of 3.18, 2.85 and 1.45
respectively. These results are remarkably similar to those using Value Line.'® This
evidence suggests that Value Line's forecast superiority over time series models is
not unique.

To ascertain whether the sample period posed unusual difficulties for time series
earnings {orecasting, a BJ model was fitted to the Quarterly Earnings Index of the
Dow Jones Industrial Average over the 1951-1975 time period.'® Average quarterly
percentage errors ignoring sign produced by the BJ model for 1972-1975 were
1.31%, 6.61%, 9.99%, and 15.47% rvespectively. Since the mean and standard
deviation of average percentage forecast errors over the 1951-1975 period were
10.14% and 4.38%. it appcars that the 1972-1975 period was not a particularly
difficult one in which to predict earnings. Indeed, from this standpoint, the
1972-1975 period is comparable to the “stable™ years of the sixties, 1962-1967,
studied by CM and EG.%®

These results indicate that if appropriate hypothesis tests are applied to other

analysts and time periods. the results are likely to parallel those using Value Line
and the 1972-1975 time period.

E. A Brief Investigation of Value Line Superiority

To produce forecasts superior to time series models, Value Line must utilize
information not contained in the time series of quarterly earnings. During the
period between the most recent quarterly earnings announcement and the sub-
sequent Value Line prediction, Value Line acquires incremental information which,
if an important part of its total information set, may explain Value Line’s

17. SP, published wecekly, contains annual predictions made by Standard and Poor's and other
investment firms. The SP prediction for each firm is that made by Standard and Poor's on the date
closest to the Value Line prediction date.

18. ¥’s i-statistics versus A1, S, and BJ were 3.29, 311, and 1,28 respectively (Sec Table 2). A direct
Wilcoxon test between ¥ and SP favored V(= 77),

19. The sample period, 1972-1975, may appear “unusual” since it includes peacetime wage and price
controls, high inflation and inventory profits, large changes in employment and new accounling
requirements. If events arising during the sample period caused the earnings generating process (o

change, the forecast ability of the BJ modelling technique may be hampered, unintentionally favoring
the analyst. ‘

20. The average percentage errors were 12.67%, 10.71%, 7.03%, 4.93%. 6.08% and 5.26%, respectively
for 1962-1967,
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for predlctmg next quarter s earnings. Assuming that the generation of this incre-

mental information i itively related 1o the passage ol time, earnings should be
rclal’m’-’i“ertopredﬁflhg further Value Line's prediction date is from the most
recent earnings announcement date, and one quarter horizon forecast errors should
be negatively related to the corresponding intervals.

To testTHIS hypothesis, we obtained for the firms in the 1975 one quarter horizon
sample their Value Line errors and the time intervals (7-70 days) since their most
recent earnings announcements. A rank correlation was applied to these variables.
The insignificantly negative Spearman rho_which was obtained suggests that
information obtained by Value Line during this interval has a negligible effect on
its abxmms evidence 1s consistent with the
hypothesis that Value Line's superiority can be attributed to its use of the
information set available to it on the quarterly earnings announcement date, and

not to the Acquisiion_ol inlormalion_arising after the quarterly earnings
announcement date.
L

111. SUMMARY AND IMPLICATIONS

Basic economic theory and the equilibrium employment of analysts, a higher cost
factor than time series models, imply that analysts must produce better forecasts
than time series models. Past studies ([9], [11]) of comparative earnings forecast
accuracy have concluded otherwise but use inappropriate parametric tests and
contain experimental biases. Using nonparametric statistics which provide proper
yet powerful tests, we find that (1) BJ models consistently produce significantly
better earnings forecasts than martingale and submartingale models; (2) Value Line
Investment Survey consistently makes significantly better earnings forecasts than
the BJ and naive time series models. The [indings are in accord with rationality in
the market for forecasts and the long-run equilibrium employment of analysts.

If market earnings expectations are rational [23}, it follows that the best available
earnings [orecasts should be used to measure market earnings expectations. Given
rational market expectations, our evidence of analyst superiority over time series
models means that analysts’ forecasts should be used in studies of firm valuation,
cost of capital and the relationship between unanticipated earnings and stock price
changes until forecasts superior to those of analysts are found.” Past findings ({2},
[21]) that share price levels are significantly better explained by analysts’ earnings

21. The lack of a significant negative correlation between predicltion error and time since last
announcement date may occur il the interval is intentionally lengthened by Value Line in order to
acquire more information about the firms whose earnings are more difficult to predict. To test this
possibility, we measured each firm’s prediction “dilliculty” by its average one quarter horizon percen-
tage error ignoring sign yielded by its BJ model. No signilicant corrclation was found between this
variable and the time interval between the most recent quarterly earnings announcement and the Value
Line prediction dale.

22. In examining the relationship between unanticipated earnings and stock price changes, for
example, the sign of the forecast error from a time series is often used ({7}, {12], [13]) as a device for
classilying unanticipated earnings into *favorable™ or “unfavorable” categories. With this methodology,

BJ and V classily earnings differently 213 times out of the 797 one quarter ahead forecasts in our
sample.
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with market rationality.

by univariate time series models.

APPENDIX A
Sample Firms
Abbott Laboratories
Allegheny Ludlum Industries, Inc.
American Airlines, Inc.
Anaconda Company
Boeing Company
Borg-Warner Corporation
Branilf International Corporation
Caterpillar Tractor Company
Champion International Corporation
! Chrysler Corporation
Clark Equipment Company
Colgate-Palmolive Company
Continental Can Company, Inc.
Curtiss-Wright Corporation
Cutler-Hammer, Inc.
Eastern Airlines, Incorporated
Eastman Kodak Company
Flintkote Company
Freeport Minerals Company
Fruehauf Corporation
GATX Corporation
General Electric Company
Goodrich (B. F.) Company
Gulf Oil Corporation
' Homestake Mining Company
: International Business Machines Corporation
‘} International Paper Co.
Kennecott Copper Corporation
Leheigh Portland Cement Co.
Ligget Group lnc.
Lowenstein (M.) & Sons, Inc.
Nabisco, Inc.

National Distillers & Chemical Corporation
National Steel Corporation

forecasts than by those of lime series models are consistent with our evidence and

The hypothesis of analyst superiority versus univariate time series models is
derived from basic economic theory and is not limited to the case of earnings. It is
therefore applicable to all types of forecasts subject to the market test. There is no
presumption that other, non-market forecasts such as those made by corporate
executives or government agencies should be better (or worse) than those generated
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‘nce and Pan American World Airways, Inc,
Pepsico, Inc.
S Phelps Dodge Corporation
Es. Itis Phillips Petroleum Co. ot
'€ 1s no Pullman, Incorporated
rporate Raybestos-Manhattan, Inc.
lerated

Republic Steel Corporation

Standard Brands, Inc.

Standard Oil Company of Indiana g
Sterling Drug, Incorporated

St. Regis Paper Company

Timken Company i
United States Gypsum Company

United States Steel Corporation

United Technologies Corp.

Wrigley (W. M.} Jr. Company
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INVESTOR GROWTH EXPECTATIONS AND STOCK PRICES
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INTRODUCTION

Although it is widely recognized that growth expectations play an important

role in share price determination, there is still considerable disagreement

about how investors' growth expectations are measured. Earlier studies by

Cragg and Malkiel ([3] and [4]) suggest that the consensus financial analysts'

growth expectations are more highly correlated with stock prices than are

growth expectations based on simple  Thistorical growth extrapolations.

llowever, the Cragg and Malkiel work was based on a limited database of

analysts' growth forecasts covering the period 1961 to 1968. Furthermore,

compared to the more recent period of high inflation and interest rate

volatility, the 1961-1968 period studied by Cragg and Malkiel was

characterized by an unusual degree of stability.

Our study is an update for year-end 1981, 1982, and 1983 of the Cragg and

Malkiel work. It relies on an extensive database of analysts' S5-year earnings

growth rate forecasts available through the 1IBES ("Institutional Brokers

Estimate System") service of Lynch, Jones & Ryan, a New York securities

firm, The results of our study conflirm Cragg and Malkiel's basic findings

1 The forecasts, collected on a monthly basis, are by wmore than 2,000
analysts from over 100 New York and regional securities firms. Over 3,000
companies are included. Most large institutional investors subscribe
the IBLES service. Although systematic coverage of earuings growth rate

forecasts has been included in Lynch, Jounes and Ryan's surveys only since
January, 1982, the firm has been collecting

to

analysts' forecasts of
companies’' earnings per share (one and two years ahead) for many vyears.

These data themselves have been employed in several studies, e.g., Elton
and Gruber {5] and Peterson and Peterson|[l0].
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with respect to the role of consensus growth rate forecasts. They also reveal

more ambiguities with regpect to the measurement of risk, for which we provide

both statistical and economic interpretation.

The significance of our study derives from the fact that the measurement of

growth expectations plays a critical role in one of the commonly used

. . . . . 2 .
techiniques of cost of equity capital estimation. All valuation, or cost of

equity capital, models require for practical implementation market

expectational variables which cannot be directly observed (company earnings,

growth rate, return or excess return on the market portfolio, etc.). The

Gordon model and its variants, in particular, have been criticized among other

reasons for requiring such input. The evidence from this study suggests

strongly that consensus growth forecasts are at the very least good surrogates

for the unobserved market growth expectations.

\

THE STOCK PRICE MODEL

To study the effect of growth expectations on share prices, we need an

explicit model of how share prices are determined. An appealing stock price

medel has recently been described in an interesting book by Cragg and Malkiel

2 Indeed, our initial research was conducted in response to the Federal

Comnunications Commission's Notice of Proposed Rulemaking [6) which sought

comments on methods for estimating the cost of capital for companies
providing interexchange telecommunications services.
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entitled Expectations and the Structure of Share vprices [#]. Cragg and

Malkiel begin with the assumptions that (1) utility waximizing investors

choose to hold diversified portfolios and (2) there are certain common

elements of risk (i.e., common risk factors) that cannot be diversified away.
Under these assumptions, they show that the equilibrium price on any security

must be given (at least approximately) by the equation

K .
pj =Mjao + Z'— Kjk ak (1)
k = 1
where pj = security j's stock price,
/&j = expected return on sgecurity j,
. = coefficient representing security j's sensitivity
¥ 5
to the kth common factor,
“ = coefficient representing the expected utility (in

equilibrium) from a marginal increase in common

factor k.

Now if investors expect that future security prices will also be determined by

(1) and the ak's still remain wunchanged, then the expected return on

security j at time t is given Ly

K
My, = E(dj, csy) *E (“j,tﬂ a * k%‘lxjk,tﬂak) (2)

where dj t+l is the dividend received in the next period and [ is the
¥

expectation operator. Repeated substitution of (2) into (1), along with the

assumption that dividends are expected to grow indefinitely at the constant
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rate g produces an appropriate stock price equation for period zero that is

remarkably similar to the textbook version of the Discounted Cash Flow Model:

Jo

xtpv7ﬂ

p, = djo(l + gj)/(j’— gj) + a, ‘b’jk (L + PY P (33

k 1

where P is the risk-free rate.

Dividing both sides of equation (3) by the firm's current carnings, we see

that the Cragg-Malkiel model implies the existence of a functional

relationship between the security's price/earnings ratio and K + 3 other

variables: cthe firm's dividend payout ratio, investors' growth expectation,

the risk-free rate of interest, and K common risk Ffactors. This 1is the

functional relationship that we shall explore in the remainder of this study.

DESCRIPTION OF DATA

Our data sets include both historically-based measures of future growth and

the consensus analysts' forecasts of 5-year earnings growth supplied by the

Institutional Brokers Estimate System.of Lynch, Jones & Ryaan. They also

include the firm's dividend-payout ratio and various measures of the firm's

risk. The latter data items are included in the regression, along with

earnings growth, to account for other variables that may affect the firm's

stock price.

A more detailed description of our data set follows?
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years, three years ... and ten years, 3) the past growth rate in book

value per share (computed as the ratio of common equity to the outstanding

common equity shares) for the latest year, two years, three years ... and

ten years, 4) the past growth rate in cash flow per share (computed as the

ratio of pre-tax income, depreciation and deferred ‘taxes to the

outstanding common equity shares) for the latest year, two years, three

years ... and ten years, and 5) plowback growth (computed as the Firm's

retention ratio for the current year times the firm's latest annual return

on common equity).

We also used the five-year forecast of earnings per sharc growth compiled

by IBES and reported in mid-January of each year. This represents the

consensus (i.e., mean) forecast produced by analysts from the research

departments of leading Wall Street and regional brokerage firms. over the

preceding three months. The contributing brokers have been selected by

IBES '"because of the superior quality of their research, professional

reputation, and client demand." (IBES Monthly Summary bhook. [7))

Risk Variables

Although there are a great many risk factors that could

potentially affect the firm's stock price, most of these are highly

correlated with one another. We have decided to restrict our attention to

four risk measures that have intuitive appeal and are followed by many

financial analysts. These include: a) B, the firm's "beta" as published

by Value Line; b) Cov, the firm's pre-tax interest coverage ratio
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price/earnings ratio (p/E) 1is calculated as the closing stock price for

the year (i.e., year-end 1981, 1982 and 1983) divided by the consensus

analyst earnings expectation for the forthcoming fiscal year, (i.e., 1982,

1983 and 1984).

Dividends Dividends per share represent the common dividends declared per

share during the calendar year (it includes an adjustment for all stock

splits and stock dividends). The firm's dividend payout ratio is then

defined as common dividends per share divided by the consensus analyst

estimate of earnings per share for the forthcoming calendar year (D/E).

Although this definition has the deficiency that it is obviously biased

downwards (because it divides this year's dividend by next vyear's

earnings), it has the advantage that it implicitly uses a "normalized"

figure for earnings. We believe that this advantage outweighs the

deficiency, especially when one considers the flaws of the apparent

alternatives. Furthermore, we have verified that Uthe results are
insensitive to reasonable alternative definitions (see footnote 3).
Growth In comparing historically-based and consensus analysts' forecasts,

we calculated 41 different historical growth measures. These included the

following: a) the past growth rate in EPS as determined by a log-linear

. 4
least squares vegression for the latest vyear, two vyears, three vyears

... and ten years, b) the past growth rate in DPS for the latest year, two

For the latest year, we actually

employed a point-to-point growth
calculation because there

were only two available observations.
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Earnings Per Share Since our goal

1s to determine which earnings variable

is embodied in the firm's market price, we need to define this variable
with great care. Financial analysts who study a firm's financial results

in detail generally prefer to "normalize" the firm's reported earnings for

the effect of extraordinary items such as write-offs of discontinued

operations or mergers and acquisitions. They also attempt, to the extent

possible, to state earnings for different firms using a common set of

accounting conventions.

In this study, we defined "earnings" as the consensus analyst estimate

(as reported by IBES) of the firm's earnings for the forthcoming year.3

This definition approximates the normalized earnings that investors most
likely. have in mind when making stock purchase and sell decisions. It

implicitly 1incorporates the analyst's adjustments for differences in

accounting treatment among firms and the effects of the business cycle on

each firm's results of operations. Although we at first thought that this

earnings estimate might be highly correlated with the analyst S-year

earnings growth forecasts, this was not the case. Thus, a potential

spurious correlation problem was avoided.

Price/Earnings Ratio

Corresponding to our definition of "earnings', the

We also tried several other definitions of "earnings" including the firm's

most recent primary earnings per share prior to any extraordinary items or
discontinued operations.,

alternative definitions of
definition in this paper.

Since our results were insensitive to reasonabhle
\ .
earnings', we only report the results for one
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(obtained from Standard & Poor's Compustat); c) Rsq, the stability of the
firm's five-year .historical EPS (measured by the R? from a log-linear
least squares regression); and d) Sa, the standard deviation of the

consensus analysts' five-year EPS growth forecast (mean forecast) as

computed by IBES.

After careful analysis of che data used in our study, we felt that more

meaningful results could be obtained by imposing several restrictions on the

companies included in our study. These restrictions are listed below:

A. Because of the need to calculate ten-year historical growth rates and

because we studied three different time periods, 1981, 1922 and 1983, our

study requires data for the 13-year period 1971-1983. Only companies with

at least a l3-year operating history were included in our study. .

B. Since our historical growth rate calculations were based on log-linear

regressions, and the logarithm of a negative number is not defined, we

excluded all companies which experienced negative EPS during any of the

years 1971-1983.

C. For similar reasons, we also eliminated companies which did not pay a

dividend during any one of the years 1971-1983.

To insure comparability of time periods covered by each consensus earnings

figure in the P/E ratios, we eliminated all companies which did not have a

December 31 fiscal year-end.

005232



-0

E. To eliminate distortions caused by highly unusual events that impact

current earnings; but not expected future earnings, and thus the firm's

price/earnings ratio, we eliminated any firm having a price/earnings ratio

greater than 5Q.

F. Since the evaluation of analysts' forecasts is a major part of this study,

we eliminated all firms that were not followed by IBES.

Our final sample consisted of approximately 135 industrial and 65 utility

firms,5

Linear Approximation

As noted earlier, our study is designed to test which estimate of expected

dividend growth is embodied in current market prices. For this purpose, we

shall employ a linear approximation to the stock price model (3) that takes

the form:

(P/E)j =a + al(D/E)j tane; * aij + aaCovj+ aSquj + aGSaj *e, (4)

where (P/E)j is firm j's price/earnings ratio, (D/E)j is firm j's dividend

payout ratio, gj is an estimate of [irm j's future growth, Bj is firm j's

Value Line beta, Cov. is firm j's pre-tax interest coverage ratio, Rsq, is

a measure of the stability of firm j's five-year historical EPS, Sa. is the

We use the word "approximately"” because the sgset of available firms
each year. \lowever, in each case 1t was
side of the figures cited here.

varied
only from 0-3 firms on either

005233



-10=-

standard deviation of the consensus analysts' five-year EPS growth forecast
for firm j, and ej is an error term that 1is assumed to obey the standard
ordinary least squares (OLS) assumptions:
E(e.) =0 for all i =1, 2, .. ., n
i
Ee,e.) = O for %3 5,5=1,2,.. .in . (5)
1] CTZ for 1 = 3; 1,3 =1, 2, « « «, n i
e
E(eixik) = 0 for all i =1, 2, . . ., n

k=1,2, ..., m

where n is the number of firms and m is the number of independent variables.

Although the use of the linear approximation to the price/earnings equation

(3) is convenient for estimation purposes, there is a legitimate concern that

it may seriously interfere with our ability to draw correct inferences from

our study results. 1f the linear approximation to the price/earnings equation

is not very accurate, then there is a high likelihood that the OLS assumptions

(5) do not hold, and thus there exists the possibility of reaching incorrect

conclusions.

RESULTS

To keep the number of calculaticns in our study at a reasonable level, we

performed the study in two stages. 1In stage 1, all 41 historically-oriented

approaches for estimating future growth were correlated with each firm's P/E

ratio. 1In stage 2, the historical growth rate with the highest correlation to
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the P/E ratio was compared to the consensus analyst growth rate in the
multiple-regression model described by equation (4) above. Because we felt
the results of our study might vary over time and across groups of firms, we
performed our regressions on two groups of firms in each of three recent time
periods. The two candidate groups of firms were (1) the S & P 400
Industrials and (2) the 178 utilities tracked by IBES, to the extent that

these companies met our criteria for inclusion.

First-Stage Correlation Study

Table 1 (Parts A and B) contains the results of our first-stage correlation

study for each group of companies in each of the years 1981, 1982 and 1983.

The values in this table measure the correlation between the historically-

oriented. growth rates for various time periods (one-year, two-year, three-

year, etc.) and the firm's end-of-year P/E ratio. The four variables for

which historical growth rates were calculated are shown in the left-hand

column: EPS indicates historical earnings per share growth, DPS indicates

historical dividend per share growth, BVPS indicates historical book value per

share growth and CFPS indicates historical cash flow per share growth. The

term ''Plowback" refers to the product of the firm's retention ratio in the

current year and its return on book equity for that vyear. In all, we

calculated 41 historically-oriented pgrowth rates for each group of firms in

each study period.

The goal of the first-stage correlation analysis 1is to determine which

historically-oriented growth rate is most highly correlated with each group's

year-end P/E ratio. Ten-year BVPS has the highest correlation with the

1 005235
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year-end P/E ratio in each year of the study period for the industrial group

of firms (see Table 1A ). For the utility group, eight-year growth in CFPS

has the highest correlation with P/E in 1981 and 1982, and ten-year growth in

CFPS has the highest correlation with year—end P/E in 1983 (see Table 1B). 1In

all cases, the "plowback" estimate of future growth performed very poorly,

indicating that it is not a factor in investors' expectations of future growth.
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Table 1 (Part A)

Correlation Coefficients of All Historically-Based
Growth Estimates by Group and by Year
with P/E

Industrial Group

listorical Growth Rate Period in Years

Current
Year 1 2 3 4 S 6 7 8 9 10

1981
EPS -.04 -.06 =-.14 -,10 -.09 -.06 -.00 -.00 -.01 -.02
DPS -.03 -.04 .02 .08 .08 .09 .08 .08 .10 .09
BVPS .14 .12 12 .16 .19 .21 .24 .25 .25 .26
CFPS -.06 ~.00 .21 .03 .06 .08 .14 .14 .14 .16
Plowback .23

1982
EPS -Ol ‘-06 -01.3 -01.7 "'007 ’007 —002 —-00 —003 -¢O3
DPS -.14 -.13 -.13 -.03 .02 .00 .02 .00 .01 .O&4
BVPS .06 .10 L1000 W11 L1 L6 W17 L1700 .18 .18
CFPS -.03 -.07 =-.07 -.08 -.03 .01 .¢6 .0B .07 .06
Plowback .04

1983
EPS -.05 =-.22 -.25 ~-.,21 =.21 ~.16 =-.16 =-.14 -.14 -.12
DPS -.05 -.10 =-,10 -.11 ~-.09 -.08 -.06 ~.05 -.04 .00
BVPS -.07 -.01 -,04 -.04 ~-.02 ~.01 -.0L .00 .00 .02
CFPS .01 -.20 -,20 -.13 -.,12 -,10 -.11 ~.10 ~-.12 -.11
Plowback ~-.21
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Second~-Stage Regression Study

In the second stage of our regression study, we ran regression equation (4)

using two different measures of future growth, g: 1) the best historically-

oriented growth rate (gh) from the first-stage correlation study, and 2) the

consensus analysts' forecast (ga) of five-year EPS growth. The regression

results are shown in Table 2.

These results support at least four general conclusions regarding the pricing

of equity securities. First, there 1is overwhelming evidence that the

consensus analysts' forecast of future growth 1is superior to historically-

oriented growth measures in predicting the firm's stock price. In every case,

the R° in the regression containing the consensus

higher than the R2 in the regression containing the

analysts' forecast 1is

historical growth

measure. Furthermore, the regression coefficients in the equation containing

the consensus analysts' forecast are considerably more significant than they

are in the alternative regression., These results are consistent with those

found by Cragg and Malkiel for data covering the period 1961-1968. They are

also consistent with the hypothesis that investors use analysts' forecasts,

rather than historically-oriented growth calculations, in making stock buy and

sell decisions.

Second, there is some evidence that investors tend to view risk in fairly

traditional terms: the interest coverage variable is statistically significant

in all but one of our samples and the stability of the operating income
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Table 1 (Part B)

Correlation Coefficients of All Historically~Based
Growth Estimates by Group and by Year
with P/E

Utility Group

Historical Growth Rate Period 